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The Next Currency of Power
The next decade will hinge on algorithms and atoms. Behind the headlines about AI model capabilities lies 
a fundamental challenge: our ability to build computing infrastructure at an unprecedented scale. We need 
semiconductors, cooling systems, fiber optic networks, power plants, grid infrastructure, and skilled workers. Building 
computing infrastructure to meet AI demand won’t just come down to technology—the core components needed are 
enmeshed in bureaucracy and politics. Consider the energy required to power data centers. Many view electricity as 
a zero-sum game, where using more power for AI means less for essential services like hospitals, schools, and home 
cooling. While the law of conservation of energy holds true–energy cannot be created or destroyed–its form and 
distribution are not fixed. The real question is not how to split our current power supply, but how to expand it faster. It’s 
about creating more efficient computing architectures and building flexible, resilient power systems. The country that 
masters these challenges will lead the AI race.

The stakes are higher than economic competition alone. National security depends on computational supremacy. 
When adversaries can deploy more powerful AI systems faster, they gain advantages in everything from intelligence 
to weaponry. Building robust computing infrastructure is just as much about maintaining strategic autonomy as it is 
technological leadership. And this is where quantum computing enters the chat. When Google’s 2024 Willow quantum 
chip completed a problem in five minutes that would take today’s supercomputers 10 septillion years to solve, it sparked 
equal parts excitement and bewilderment. The natural reaction was “Wait, what? Does this prove the multiverse exists? 
Does Willow’s ability to perform calculations across multiple quantum states challenge our understanding of causality?” 
I’ll let physicists tackle those questions. But to be clear, while Willow represents a genuine leap forward in error 
correction, it hasn’t achieved true quantum advantage: the ability to solve practical problems faster and cheaper than 
classical computers. The first nation to achieve true quantum advantage won’t just lead in AI—they’ll crack unbreakable 
codes and solve problems once thought impossible. Every quantum breakthrough, each advance in AI capability, shapes 
the balance of power. And thus, the race for computing supremacy isn’t just about technology or even economics—it’s 
about the future of power itself.
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The AI boom drives a global rush to construct massive computing infrastructure.

AI’s growth 
fuels US chip 
manufacturing 
surge 
In response to AI’s 
skyrocketing demand, more 
than 90 new US chip fab 
projects were announced 
by August 2024. Tech 
giants are investing nearly 
$450 billion across 28 
states to meet AI’s power 
and data demands.

US-China chip 
war escalates 
with tightened 
export controls
The two-year feud heats 
up as the US partners with 
allies to tighten export 
controls on advanced 
semiconductor tech, 
citing security concerns. 
This sparks Chinese 
countermeasures and 
investment in domestic chip 
production.

Tech giants 
invest in small 
modular reactors 
for AI power 
needs
OpenAI, Oracle, and 
SoftBank announce 
Stargate, a $500 billion 
project to build AI 
infrastructure, including 
data centers and power 
facilities, across the US. 
Microsoft, Amazon, and 
Google are partnering with 
small modular reactor 
developers, investing 
billions in nuclear energy to 
power their data centers. 

Google unveils 
“Willow” 
quantum chip
Willow marks a major 
breakthrough in quantum 
error correction. By 
exponentially reducing 
errors as more qubits are 
added, Willow paves the 
way for scalable quantum 
systems.

Embedded 
intelligence: 
personal devices 
get smarter
Intel, Microsoft, Nvidia 
and others are embedding 
AI directly into personal 
devices, boosting power 
and privacy. On-device AI 
enables faster, personalized 
responses without cloud 
reliance, making PCs and 
smartphones smarter and 
more self-sufficient for 
users.
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Over the past decade, ever-increasing computing power drove AI advances, with top models 
doubling their training compute every six months. Yet this relentless scaling is now hitting practical 
and physical limits: global infrastructure and energy capacity are struggling to keep pace. The 
Institute for Progress estimates that by 2030, global AI power demand could rise by as much as 
130 GW, while U.S. electricity generation is projected to grow by just 30 GW in the same period. 
Meanwhile, China continues to outpace the U.S. in energy expansion, adding an average of 50 GW 
per year since 2010.

Bolstered by strong manufacturing and construction, China is also establishing new chip fabrication 
plants, while Saudi and Emirati sovereign wealth funds funnel resources into massive data centers. 
Should the most advanced models take shape overseas, the U.S. risks losing oversight of how these 
technologies are developed and deployed—particularly for dual-use applications that could fall into 
the wrong hands.

Against this backdrop, DeepSeek’s r1 model has sparked fresh worries about American AI 
supremacy, leading to concerns that the U.S. might be losing its edge. DeepSeek’s release highlights 
two parallel truths about AI progress: bigger models trained with more computing power do deliver 
performance gains, but major breakthroughs can also stem from more efficient, smarter algorithms. 
This challenges the assumption that ever-larger hardware investments are the only avenue to AI 
progress. Still, it would be a mistake to conclude we can abandon compute infrastructure altogether; 
the future will demand both efficiency improvements and robust hardware.

In response, the U.S. and its allies must consider not only expanding energy production but also 
rethinking compute architectures. One promising frontier is neuromorphic computing, inspired 
by the human brain’s efficiency in processing information. Another emerging concept, organoid 
intelligence, relies on clusters of human brain cells to perform computational tasks. These novel 
approaches mark a shift away from traditional silicon-based architectures toward technologies 
specifically engineered to handle AI workloads more sustainably.

As AI’s compute demands 
soar, nations vie for 
supremacy through energy 
expansion and innovative 
architectures, reshaping 
global power dynamics.
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The potential for quantum computing to enhance AI efficiency is also substantial. Quantum 
computers leverage quantum mechanical phenomena like superposition and entanglement to 
perform calculations exponentially faster than classical computers for certain types of problems. 
This immense processing power could allow AI algorithms to tackle complex tasks that are currently 
infeasible or too time-consuming with classical computers.

Behind the scenes, quantum computing is making slow and steady progress in reducing noise and 
improving error correction, but quantum advantage has not yet been demonstrated. Even if it were, 
there’s the question of whether the business models are viable enough for companies to invest in 
quantum computing, given its extremely capital-intensive nature. Nevertheless, due to geopolitical 
considerations, we must persist. The first country to achieve quantum advantage would gain 
significant strategic benefits, such as the ability to break current encryption methods, solve complex 
optimization problems, accelerate drug discovery, and revolutionize materials science—which could 
all lead to substantial economic and security advantages.

Computing today is not merely a technical pursuit; it drives global influence and sets up economic 
and cultural landscapes. The ability to scale computational infrastructure and advance energy-
efficient architectures will impact everything from entertainment to human-computer interaction, 
transforming how we work, create, and live. This convergence of technological capability with 
geopolitics underscores a defining aspect of our time—where computing power both drives 
innovation and shapes the contours of our social, economic, and cultural narratives.
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OCTOBER 2024

AI Workloads Drive Nuclear 
Investments
Tech companies announce investments 
in nuclear plants to meet rising energy 
demands of large-scale AI.

DECEMBER 2024 

Google Announces Willow
The chip completed a benchmark 
in under five minutes, a task that 
would take supercomputers 10 
septillion years—far exceeding the 
universe’s age.

JANUARY 2025 

Deepseek Disrupts Nvidia
Deepseek’s open-source LLM outperformed 
expectations at a fraction of the cost, 
tanking Nvidia stocks just after it unveiled 
the Blackwell GeForce RTX 50 Series, the 
world’s most powerful GPU.

MAY 2024  

Microsoft and OpenAI Plan 
100 MW Data Center
The $3.3 billion Wisconsin facility 
will feature 100,000 AI accelerators 
and support advanced AI 
operations.

AI’s surging demands pushed computing to its limits, driving advancements in 
infrastructure, energy strategies, and new architectural frontiers.
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JANUARY 2024

China Announces Chip Fab 
Expansion
China aggressively expands chip fabs, 
announcing 18 new semiconductor 
manufacturing facilities.
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MID-2020s

Protocols for AI Data Centers
Hardware screening, cluster encryption, 
and real-time monitoring protect IP and 
secure AI infrastructure. 

L ATE 2020S TO EARLY 2030s 

“Invisible Interfaces” in 
Personal Devices 
Devices move toward letting users 
interact seamlessly through eye 
tracking, voice, and even on-skin 
gestures. 

EARLY 2030s 

Power Bottleneck for Data 
Centers
As AI training clusters scale, they demand 
gigawatt-level power, and new energy 
benchmarks for data centers.

MID-2030s 

Nuclear-Powered Data 
Centers Come Online
As proof that AI can run on reliable, clean 
energy, more companies adopt nuclear 
power in tech infrastructure.

MID TO L ATE 2020s

US Enhances Export Controls
The US and its partners expand chip 
controls to curb China’s AI growth, 
impacting global markets. 

The future of computing hinges on overcoming energy constraints and navigating 
geopolitical tensions, as AI’s growth outpaces current infrastructure and resources.
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Access to energy and compute power could define which organizations lead and which 
will be left behind.
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Cheaper Energy, More Compute, Faster Innovation
The cheaper the energy, the cheaper the compute, making high-demand AI 
applications more affordable and experimentation more attractive. This shift not 
only accelerates innovation across industries but also allows companies with 
cheaper compute to gain a competitive edge in AI-driven markets, expanding 
the scope of what’s possible in fields like health care, autonomous systems, and 
scientific research.

Compute Scarcity Will Reshape the Market
With rising AI adoption, demand for scalable, specialized compute infrastructure 
is surging, fueling competition and creating revenue opportunities in AI cloud 
services and hardware leasing. But as VC funding slows, a scarcity of compute 
resources could redefine market dynamics, with premium access favoring 
companies that can afford the cost, intensifying competition in AI infrastructure.

Data Center Security
As companies invest in creating differentiated, advanced AI models, robust data 
center security becomes essential for protecting valuable IP and maintaining 
a competitive edge. With the rising threat of cyber espionage, companies 
must prioritize end-to-end security, including their supply chains, to prevent 
costly breaches and IP theft. This also strengthens client trust, crucial as data 
protection becomes a top priority in AI.

Seamless Ecosystems Boost Brand Loyalty
As users increasingly rely on wearables and interconnected devices, one of two 
outcomes may emerge: They could become locked into single-brand ecosystems 
that offer seamless integration, enhancing customer lifetime value. Alternatively, 
users might demand interoperability across brands, expecting devices to work 
fluidly in any ecosystem. This push could drive new standards for compatibility, 
challenging brands to adapt.

Cutting Costs with Distributed and Edge Computing
AI-enabled PCs and wearable ecosystems use edge computing to process data 
locally, reducing cloud dependency and transmission costs while enabling faster, 
real-time responses. This shift lowers cloud expenses and enhances the user 
experience, especially in sectors like gaming, health care, and retail, where low 
latency is essential. 

Cross-Disciplinary Talent for Novel Architectures
As computing merges with biology, neurology, and physics, companies will 
need cross-disciplinary talent; recruitment and training will favor hybrid skills 
and interdisciplinary collaboration. Finding employees with computational and 
biological sciences experience may drive partnerships with academic institutions 
and require new recruitment strategies and in-house training to build teams 
adept at meeting complex needs. 

WHY COMPUTING TRENDS MATTER TO YOUR ORGANIZATION
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AI-driven interfaces and wearables transform operations short-term, while advanced 
computing and quantum technologies redefine the long-term tech landscape.

WHEN WILL COMPUTING TRENDS DISRUPT YOUR ORGANIZATION?

FORECASTED TIME OF IMPACT

0 126 183 1591 137 194 16102 148 20+ YEARS5 1711
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External Brain-Computer Interface (BCI) 

Generative UI 

Haptic Holography 

Implantable Brain-Computer Interface (BCI) 

Living Wearables 

LLMs as Operating Systems 

Neuromorphic Computing 

Neuromorphic Hardware for Audio Applications 

New Computing Materials 

Optical Computing 

Organoid Intelligence 

Quantum Advantage 

Quantum Internet 

Quantum Sensing 

Smart Textiles 

Spintronics 

Wearable AI 

Wearable Ecosystems 
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The battle for AI computing shapes two paths to power: nations race for strategic 
control, while individuals compete through AI access and literacy.

BIOLOGICAL COMPUTING
Bio compute may start in research but 
could expand as AI demands strain tradi-
tional architectures, though entry costs 
will remain high. Ethical and regulatory 
issues will likely arise, especially in re-
gions where biology is politicized.

COMPUTE INFRASTRUCTURE  
BUILD-OUT
Countries are rapidly expanding AI 
infrastructure, creating opportunities 
for companies that provide fiber optic 
cables, concrete, and energy. However, 
regulatory hurdles could slow progress, 
while China’s centralized approach may 
give it a speed advantage.

WEARABLE AI ECOSYSTEM
Wearable AI ecosystems could distribute 
processing across devices, enhancing 
efficiency. Expect smartwatches, earbuds, 
and fitness bands to share compute and 
combine sensor data, providing richer 
insights into health and activity. 

AUDIO-CENTRIC FORM FACTORS
Multimodal AI can process text, images, 
and audio to enable more intuitive inter-
actions. With audio-centric applications 
rising, form factors may evolve, embed-
ding compute power in diverse spaces 
while reshaping security for voice-driven 
devices.

EDGE AI
Edge AI processes data where it’s gener-
ated, reducing latency while enhancing 
privacy. Expect edge devices to become 
more powerful and efficient, supporting 
real-time applications in areas like health 
care and augmented reality. 

INFRASTRUCTURE POLITICIZATION
Expect political debates to intensify as 
computing infrastructure strains resourc-
es, sparking environmental concerns. But 
because this same infrastructure enables 
AI-driven climate solutions, stakeholders 
will have to weigh immediate costs versus 
future benefits.

QUANTUM ADVANTAGE
Quantum computing hasn’t shown an 
advantage over traditional compute yet, 
and even if it does, high costs may slow 
business adoption. But quantum advan-
tage could disrupt geopolitics by breaking 
encryption, sparking an arms race for 
quantum security.
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		 Dr. Taner Esat,  
researcher at 
Forschungszentrum Jülich 
in Germany, for his significant 
contributions to the field of  
quantum sensing.

		 Dr. Yoel Fink, researcher 
and professor at the 
Massachusetts Institute of 
Technology, for his work on 
multifunctional fibers and fiber 
assemblies, including developing 
rechargeable lithium-ion batteries in 
fiber form and multifunctional fibers 
for in vivo photopharmacology.

		 Dr. Ali Heydari, director 
of data center cooling and 
infrastructure at Nvidia, for his 
work on advanced liquid-cooling 
systems. 

		 Dr. Tom Harty, co-founder 
and chief technical officer at 
Oxford Ionics, for his work on 
developing a quantum chip.

		 Dr. Seung-Woo Lee, 
researcher at the Quantum 
Technology Research Center 
at the Korea Institute of 
Science and Technology, for 
his quantum error correction 
technology. 

		 Michael Intrator, CEO 
and co-founder of CoreWeave, 
a specialized cloud computing 
company focused on GPU-
accelerated workloads, for 
his leadership in building out the 
computing infrastructure needed 
to fuel the AI boom.

		 Emre Ozer, senior director 
of processor development 
at Pragmatic, a flexible chip 
manufacturer in Cambridge, 
England, for developing the first-
ever flexible programmable chip 
not made of silicon.

		 Dr. Paolo Pintus, 
assistant professor at the 
University of Cagliari, Italy 
for his significant contributions 
to the development of integrated 
photonic devices, especially in 
silicon photonics.

		 Brian Potter,  
senior infrastructure fellow 
at the Institute for Progress, 
for his analysis on the technology 
and economics of the compute 
infrastructure build-out.

		 Dr. Shreyas Sen, Elmore 
Associate Professor at Purdue 
University, for his work on 
designing AI chips inspired by the 
human nervous system to improve 
efficiency.

		 Jordan Schneider, 
founder of the “ChinaTalk” 
podcast, for his writings and 
analysis on the geopolitics and 
national security of compute 
infrastructure.

		 Mike Davies, 
 head of Intel’s Neuromorphic 
Computing Lab, for his leadership 
in developing neuromorphic 
computing technology.

These individuals are rewriting how we’ll work, think, and create with computers.
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OPPORTUNITIES THREATS

New Export Players Emerge

Countries focused on developing 
a robust and scalable computing 
infrastructure could lead in exporting 
high-quality AI technologies, services, 
and intellectual property to emerging 
markets, strengthening economic 
influence.

Wearables Get Lighter  
and More Powerful

By offloading processing to 
interconnected ecosystems, 
companies can create lightweight 
wearables that don’t sacrifice 
performance. These more comfortable 
devices could reshape industries like 
entertainment and health.

Cyber Breaches Threaten  
AI Clusters

High-value AI clusters are prime 
targets for sophisticated cyberthreats, 
making cybersecurity investment 
essential. The stakes are especially 
high as thieves could use compromised 
AI clusters to steal proprietary models, 
impacting industries globally.

Energy Infrastructure  
Needs A Boost 

US energy infrastructure lags in AI 
demands due to long build times, 
permitting, and supply chain issues. 
Meanwhile, China’s centralized 
approach avoids regulatory hurdles 
and relies on nonrenewable energy, 
giving it a competitive edge.

Cutting Edge Computing 
Improves Efficiency

Novel computing architectures 
like neuromorphic computing can 
reduce data center operational 
costs by cutting energy and 
cooling needs, offering a way to 
handle computationally intensive 
applications while meeting 
sustainability goals.

Personalized Health Gets Real

Biometric and body-interface 
technology allows companies to 
offer new, secure health monitoring 
products. Personalized health-
tracking devices could combine 
fitness monitoring with secure logins, 
creating products that serve dual 
purposes.

US Supply Chain Faces 
Vulnerabilities

The US tech supply chain is 
particularly vulnerable in advanced 
semiconductor access, and 
disruptions in this supply chain 
could heavily impact American tech 
companies dependent on these 
critical components.

Data Privacy Risks Rise 

As context-aware devices integrate 
sensors (cameras, microphones, 
biometrics), they’re always 
monitoring environments. Such 
technologies can inadvertently 
capture sensitive data, leading to 
potential misuse by unauthorized 
entities.

The build out of AI computing 
infrastructure offers opportunities and 
global influence to its developers….

…but the race to build it exposes critical 
vulnerabilities in energy, security, and 
privacy.
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The computing build-out creates opportunities but demands strategic planning.
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Technology  
Deployment

Talent 
Development 

Regulatory 
Influence

Capital 
Expenditure

Participate in the 
computing infrastructure 
expansion—it’s not just 
for AI-focused hardware 
companies. This build-
out needs advanced 
networking, security 
systems, supply chain 
tracking, and sustainable 
energy to connect and 
support data centers. 
Opportunities abound 
across industries as each 
component is vital for 
scaling AI, mitigating 
bottlenecks, and ensuring 
a secure, efficient 
infrastructure ecosystem.

Prepare employees to 
understand which products 
justify intensive compute 
use. As compute costs 
rise, companies will need 
to prioritize profitable 
applications over open 
experimentation, and all 
employees will need to 
be trained to embrace a 
strategic approach that 
maximizes resource value 
while balancing innovation 
and cost-efficiency.

Diversify component 
sourcing to reduce 
dependency and risks 
tied to a single country 
or region. Establish 
relationships with multiple 
suppliers and partners to 
distribute production and 
adapt smoothly to shifting 
geopolitical conditions.

Leverage AI at the edge 
to optimize data flow and 
reduce cloud storage and 
bandwidth costs. Edge 
devices can preprocess 
and filter data, sending 
only essential insights to 
the cloud. This reduces 
bandwidth, lowers storage 
needs, and keeps critical 
functions close to the 
source, creating a cost-
effective and responsive 
data ecosystem through 
seamless cloud-edge 
integration.

While biological 
computing may seem 
niche, it has the 
potential to disrupt 
various industries, from 
health care to data 
storage. Companies 
unprepared for this shift 
may face competitive 
disadvantages. With 
energy-efficient 
advantages over 
traditional electronics, 
biological computing 
offers a sustainable 
alternative for companies 
focused on reducing 
energy use and 
environmental impact. 

For young people, this 
can feel like a daunting 
time with many jobs at 
risk of disappearing in the 
future. To those reading 
this: Focus on building 
adaptable skills. The 
computing infrastructure 
build-out could be an 
ideal opportunity to gain 
practical experience 
and develop highly 
transferable skills.

INVESTMENTS AND ACTIONS TO CONSIDER COMPUTING
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AI HYPERSCALERS
Major cloud providers with extensive 
infrastructure and resources that allow 
users to run AI applications at massive 
scale. These hyperscalers can support 
highly intensive AI workloads, offering the 
scalable computing power, storage, and 
specialized tools needed to deploy and 
manage large AI applications.

AI TRAINING CLUSTERS
High-performance computing setups 
that aggregate computational resources 
specifically to handle the intensive 
demands of AI model training. These 
clusters typically consist of multiple GPUs 
or specialized hardware optimized for 
handling large-scale data and complex 
algorithms in AI training.

BIOCOMPUTER
A computer that uses biological molecules 
like DNA and cells to store and process 
information.

OPEN SOURCE
Computer software or other products 
with source code that anyone can inspect, 
modify, and enhance.

ORGANOID INTELLIGENCE
A new scientific field of study that aims to 
actualize biological computing by utilizing 
3D cultures of human brain cells and brain-
machine interfaces.

PERVASIVE (UBIQUITOUS) COMPUTING
Aims to seamlessly integrate computer 
hardware and software into all objects and 
activities, creating an always-available, 
helpful computing environment.

Q-DAY
The hypothetical point in the future when 
a fully operational quantum computer 
capable of running practical quantum 
algorithms finally becomes available.

FAULT TOLERANCE
The ability of a quantum system to operate 
reliably despite errors and noise.

FORM FACTOR
The overall physical attributes and 
dimensions of a device according to 
standard specifications or for particular 
use cases. It impacts the usability and 
compatibility of hardware.

GRAPHICS PROCESSING UNIT (GPU)
A specialized circuit designed to rapidly 
process and manipulate computer graphics 
and image data.

HYBRID CLASSICAL-QUANTUM
A computational architecture that 
combines both classical computers 
and quantum computers to exploit the 
complementary strengths of each.

NEUROMORPHIC COMPUTING
Computer architectures that are inspired 
by the biological brain’s structure and 
function.

BRAIN-COMPUTER INTERFACE (BCI)
A direct interface between the brain and 
computer that can enable control and 
communication by thought alone, with 
potential to help people with disabilities as 
well as elucidate cognition.

CENTRAL PROCESSING UNIT (CPU)
The key computer component that 
performs the computations, makes 
decisions on data, and tells the other 
components what to do. You can think of it 
as the computer’s mission control center.

CLASSICAL COMPUTER
The standard binary digital computer that 
manipulates zeros and ones to store data 
and perform computations sequentially 
using hardware chips and switches.

EXASCALE COMPUTERS
Supercomputers capable of performing 
over 1 exaFLOPS, which is a quintillion 
calculations per second.

Important terms to know before reading.
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QUANTUM ADVANTAGE
Also known as quantum supremacy, refers 
to the potential capability of quantum 
computers to solve certain problems that 
are intractable for classical computers in 
practical time frames.

QUANTUM-AS-A-SERVICE
The provision of quantum computing 
resources on demand as a cloud service.

QUANTUM COMPUTER
A type of computer that utilizes 
quantum mechanical phenomena like 
superposition and entanglement to 
perform computations. Unlike classical 
computers, which operate on binary bits (0 
or 1), these computers run on quantum bits, 
or qubits, representing a 0, 1, or a quantum 
superposition of both states at the 
same time. Since they consider multiple 
possibilities simultaneously, they can 
potentially be much faster at some types 
of problems than classical computers.

QUANTUM ENTANGLEMENT
A phenomenon in which two or more 
quantum particles are intrinsically linked 
to each other in such a way that the 
state of one particle cannot be described 
independently of the others, even when 
separated by a large distance.

QUANTUM INTERNET
A hypothetical global quantum 
communication network that connects 
quantum processors using quantum 
entanglement and teleportation.

QUANTUM SUPERPOSITION
Allowing a quantum system to exist in 
multiple possible states at the same time 
until it is measured. The quantum parallel 
processing enabled by superposition 
is fundamental to achieving speedups 
and novel applications using quantum 
computers.
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QUANTUM SUPREMACY
This refers to a quantum computer 
performing a task that no classical 
computer can match, regardless of its 
practical usefulness. 

QUBIT
The basic unit of information in quantum 
computing. Unlike classical bits, qubits 
can be in a superposition of 0 and 1 
simultaneously. The superposition, 
entanglement, and interference 
properties of qubits are what allow 
quantum algorithms to efficiently solve 
certain problems that are believed to be 
intractable on classical computers.

RISC-V
An open-source instruction set 
architecture based on established reduced 
instruction set computer (RISC) principles.
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What are the different 
types of AI chips?

GPUs (Graphics Processing Units)
Originally designed for rendering graphics for 
gaming applications, GPUs have become in-
dispensable in AI workloads due to their abil-
ity to handle parallel processing efficiently. 
GPUs are highly versatile and well-suited for 
the high computational demands of training 
AI models. Their ability to perform thousands 
of parallel operations simultaneously makes 
them particularly effective for matrix-heavy 
tasks like deep learning. In the AI field, GPUs 
are widely used in both training and inference, 
though they are more commonly associated 
with training large-scale neural networks. For 
example, Nvidia GPUs, such as the A100 and 
V100, are a standard in AI research and com-
mercial applications due to their performance. 
Other notable manufacturers include AMD 
and Intel.

TPUs (Tensor Processing Units)
Developed by Google, TPUs are designed 
specifically to accelerate machine learning 
workloads, especially those involving deep 
learning models that use TensorFlow. TPUs 
are highly optimized for matrix operations and 
are tailored for deep learning tasks, making 

ASICs (Application-Specific Integrated 
Circuits)
ASICs are custom-built chips designed for 
a specific application, offering unparalleled 
performance and energy efficiency for that 
particular task. Since they are built for a 
single purpose, ASICs are extremely efficient, 
making them ideal for inference tasks where 
speed and power consumption are critical. 
These chips are primarily used in large-scale 
inference deployments, such as in data cen-
ters or in specialized hardware products like 
smartphones. For example, Apple’s Neural 
Engine handles on-device AI tasks like facial 
recognition, while Google’s Edge TPU pow-
ers inference in low-power environments. 
Tesla’s Dojo D1 is another ASIC designed for 
high-performance computing in self-driving 
applications. These manufacturers create 
chips finely tuned for specific AI tasks, offer-
ing performance that general-purpose pro-
cessors can’t match.

NPUs (Neural Processing Units)
NPUs are specialized chips designed to han-
dle AI tasks, with a focus on deep learning 
and neural network operations. Their archi-
tecture is optimized to efficiently process 
the specific types of calculations AI models 
require, such as matrix multiplications in 
convolutional layers. NPUs excel in perform-

them efficient for both training and infer-
ence. TPUs excel at executing operations like 
matrix multiplications, which are central to 
neural networks. These processors are often 
used for training large models and handling 
inference tasks in Google Cloud’s AI services. 
TPUs have powered significant projects like 
AlphaGo and large-scale models such as GPT. 
Google remains the sole manufacturer of 
TPUs, with the TPU v4 being the most recent 
version available for use.

FPGAs (Field Programmable Gate Arrays)
FPGAs are reconfigurable chips that can be 
programmed after manufacturing, allowing a 
unique blend of flexibility and performance. 
These chips are highly customizable, enabling 
developers to adapt the hardware for specific 
AI models and tasks. FPGAs are especially 
valuable in low-latency applications, where 
custom processing pipelines can significant-
ly accelerate inference. They are primarily 
used in inference tasks, particularly in edge 
computing or environments that demand high 
power efficiency and fast execution times. 
Microsoft, for instance, utilizes FPGAs in its 
Azure AI infrastructure to handle inference 
workloads. Leading manufacturers in the 
FPGA space include Xilinx, now part of AMD, 
and Intel, with its Arria and Stratix series.

ing these operations quickly and efficiently, 
making them highly suitable for both infer-
ence and, to a lesser extent, training. They are 
most commonly used for inference in mobile 
devices, edge computing hardware, and other 
low-power environments where energy effi-
ciency is crucial. NPUs are increasingly found 
in smartphones, IoT devices, and automotive 
applications. Examples of NPU-based sys-
tems include Huawei’s Kirin NPU, Qualcomm’s 
Hexagon DSP with AI Engine, and Apple’s 
Neural Engine.

RISC-V AI Chips
RISC-V is an open-source CPU architecture 
that has gained attention for AI workloads 
due to its flexibility and scalability. Unlike 
proprietary chip architectures, RISC-V allows 
developers to modify and optimize the archi-
tecture for specific AI tasks, which can be 
particularly advantageous for companies or 
applications that require custom hardware 
solutions. This flexibility has made RISC-V 
chips appealing for both training and infer-
ence tasks, although they are more commonly 
found in experimental AI systems or edge 
devices where adaptability is key. SiFive is 
one of the leading companies developing 
RISC-V-based AI chips, with other companies 
exploring custom designs for specialized AI 
tasks based on this architecture.
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What is the difference between training  
vs. inference chips? 
Training
Training a machine learning model involves feeding massive amounts of data into the model 
and adjusting its parameters over time. This process is compute-intensive, often requiring 
high parallelism and flexibility, which is why GPUs are commonly used for training. TPUs are 
also used for training, particularly in Google’s ecosystem.

Inference
This is the phase when the trained model makes predictions. Inference workloads tend to 
focus on low-latency and power efficiency, particularly in edge or real-time applications. 
FPGAs and ASICs excel here because they can be optimized for fast and efficient inference 
tasks, while GPUs and TPUs can also be used for inference but are less power-efficient.

Why different chips for different applications? 
Training and inference have different computational demands, and applications can  
range from cloud-based AI model training to real-time inference on mobile devices.  
This variability leads to the following considerations:

Flexibility vs. specialization
GPUs offer flexibility, making them suitable for a wide range of tasks, while 
ASICs provide performance for specific, repetitive tasks.

Cost and efficiency
ASICs and FPGAs are cost-efficient for large-scale, repetitive tasks like 
inference, whereas the general-purpose nature of GPUs can lead to higher 
operational costs.

Scalability
TPUs are designed to scale well in cloud environments, where massive amounts 
of data can be processed. FPGAs are more suited for small-scale, specialized 
environments where low-latency and power efficiency are essential.

The choice of AI chip depends heavily on the specific needs of the application, including 
whether you’re training a model or using it for inference, the power and latency 
requirements, and the environment in which the chip will operate (cloud vs. edge).

COMPUTING
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The US-China Chip War

The ongoing US-China chip war has in-
tensified, with the US Department of 
Commerce citing national security and 
foreign policy concerns to justify multiple 
rounds of export controls to limit China’s 
development in advanced semiconductor 
technology. To strengthen its position, the 
US has been building a coalition with allies, 
notably striking a multilateral trade agree-
ment with the Netherlands and Japan in 
January 2023 to restrict sales of advanced 
lithography equipment to China. The 
Netherlands, home to leading chipmaking 
equipment manufacturer ASML, is a crucial 
player. Despite these sanctions, older deep 
ultraviolet scanners have allowed China to 
produce 7-nanometer chips via its lead-
ing chip manufacturer, Semiconductor 
Manufacturing International Corp. (SMIC), 
although it remains behind global leaders 
such as Taiwan’s TSMC.

The consequences of these controls have 
been felt both in China and the US. US-
based chip giant Nvidia’s sales in China 

and Hong Kong fell by 20% as of Febru-
ary 2023. China has responded to these 
restrictions with countermeasures, includ-
ing banning the use of US-made Micron 
Technology chips in critical infrastructure 
projects, restricting exports of rare earth 
elements vital for chip manufacturing, and 
heavily investing in domestic semicon-
ductor production capabilities. Beijing has 
poured more than $150 billion into its chip 
industry, including a $47 billion investment 
fund announced in May 2023. SMIC has 
become China’s de facto national semi-
conductor champion, though it still lags 
behind global rivals in producing the most 
advanced chips.

Chips Onshoring

The US has ramped up efforts to onshore 
semiconductor manufacturing, spurred by 
global supply chain disruptions and na-
tional security concerns. The 2022 CHIPS 
and Science Act was a significant turning 
point: It earmarked $52 billion in grants and 
research funding for US-based semicon-
ductor manufacturing, as well as an invest-

ment tax credit for chip manufacturers that 
establish or expand US operations. This has 
sparked a wave of private sector invest-
ments: More than $395 billion has been an-
nounced since its passage, and the US is on 
track to produce nearly 30% of the world’s 
leading-edge chips by 2032, exceeding 
initial projections. TSMC announced that its 
first Arizona fab, which was previously de-
layed, has achieved early production yields 
that surpass comparable fabs in Taiwan—
signaling early onshoring success.

The US isn’t alone in these efforts. China 
was an early mover in trying to reduce 
dependence on foreign-made chips; the 
country launched the China Integrated Cir-
cuit Industry Investment Fund, commonly 
known as the “Big Fund,” in 2014 to foster 
domestic chip production and achieve 
technological self-sufficiency. The Euro-
pean Union has rolled out the European 
Chips Act, which aims to attract 43 billion 
euros in public and private investment to 
boost semiconductor research, develop-
ment, and manufacturing, including mega 
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fabs. And several countries in Southeast 
Asia and India are also working to expand 
their semiconductor capabilities. Malaysia 
is actively expanding into semiconductor 
manufacturing and design, building on its 
strengths in packaging and testing. Singa-
pore has the most complete semiconductor 
supply chain in Southeast Asia and is the 
only country in the region with found-
ry manufacturing. While already major 
players, Japan and South Korea are also 
increasing investments.

AI Chips

Nvidia currently holds a commanding 
presence in the AI chip market, captur-
ing between 70% and 95% of the market 
share. Its flagship AI accelerators, such as 
the H100, and proprietary CUDA software 
have enabled the company to triple its 
year-over-year sales for three consecutive 
quarters, driven by unprecedented demand 
for AI processors. The company’s aggres-
sive strategy, which includes releasing a 
new AI chip architecture annually, aims to 
deepen its dominance, making it difficult 

for competitors to catch up. However, 
despite its market lead, the company faces 
growing competition and risks.

The potential for disruption looms as 
tech giants like Google, Microsoft, Meta, 
Intel, and Amazon develop their own AI 
chip solutions. Google’s Tensor Process-
ing Units (TPUs), in use since 2015, have 
evolved into powerful chips, such as the 
newly released Trillium, which powers 
its Gemini and Imagen models. Similarly, 
Microsoft has begun incorporating AI chips 
from AMD, whose Instinct MI300X is seen 
as a potential rival to Nvidia’s GPUs. The 
MI325X, expected to debut by year’s end, 
features more than 150 billion transistors 
and 288 gigabytes of high-bandwidth 
memory, but its performance in real-world 
applications is yet to be determined. Intel, 
too, is attempting to carve out space in the 
AI market: The company recently launched 
its third-generation AI accelerator, Gaudi 
3, which it claims is more cost-effective 
and efficient than Nvidia’s H100 in running 
inference tasks. Another AI chip, Lunar 

Lake, launched last fall. Intel’s AI efforts 
highlight the intensifying competition in AI 
chips, with price and efficiency becoming 
key factors. Startups like Cerebras Sys-
tems are also entering the fray, marketing 
its CS-3 system as a viable competitor to 
Nvidia. The field of AI chips is rapidly evolv-
ing, and while Nvidia currently leads, the 
market is far from static.

Chips for Inference

Once AI models are trained, they require 
significant compute power to deploy or 
“infer” answers for users, a process called 
inference. While model training builds 
the foundation, 99% of the compute in 
a model’s lifecycle is dedicated to infer-
ence, running the model repeatedly to 
respond to real-time queries. This means 
efficiency gains during inference are 
crucial to manage compute costs effec-
tively. For instance, increasing training 
compute can reduce inference demands, 
potentially lowering costs by up to 80%. 
But inference workloads in data centers 
differ greatly from training tasks: Since 

inference doesn’t require as much raw 
processing power, data centers can use 
older chips effectively, focusing instead 
on memory bandwidth—the ability of chips 
to access and manage data quickly, which 
is the primary performance constraint in 
inference. Unlike training, which can run on 
large clusters of accelerators, inference is 
often managed in smaller batches and can 
operate efficiently with only tens of accel-
erators instead of thousands. This compact 
setup also enables data centers to allocate 
resources flexibly, using space for various 
hardware types and workloads.

Another key difference is the proximity re-
quirement for inference: While training can 
be done remotely, inference needs low-la-
tency connections close to end users, often 
necessitating data centers near backbone 
fiber networks for fast responses. In re-
sponse, companies like Nvidia and AMD are 
expanding their GPU offerings, including 
the Nvidia-dominant A100 and H100 GPUs 
and AMD’s Instinct MI300 series, optimized 
for both training and inference. Meanwhile, 
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Qualcomm, AWS, Meta, and specialized AI 
chip startups like Groq and Untether AI are 
developing inference-specific chips, recog-
nizing that efficient, lightweight inference 
is essential for scalable AI deployment 
across industries.

AI-Assisted Chip Design

AI is playing an increasingly vital role in 
chip design, with major tech companies 
like Nvidia leveraging it to enhance the 
process. Chip design requires the precise 
placement of billions of transistors, which 
significantly affects cost, performance, 
and power efficiency. Traditionally, design-
ing these chips has been a highly complex 
and labor-intensive task. Now, AI tech-
niques like reinforcement learning are be-
ing used to optimize chips for power, per-
formance, and area, creating more efficient 
designs than those made by humans alone. 
Companies such as Nvidia, Intel, AMD, IBM, 
Google, and Apple are integrating AI into 
various stages of the chip design process, 
from conceptual design and transistor 
modeling to simulation, verification, and 
testing. AI has been particularly effective 

in simplifying processes like clock tree 
synthesis, a critical step in distributing 
signals across a chip. Intel, for instance, 
employed AI to help design its Meteor Lake 
processors, which consist of innovative 
chiplets stacked into a single package. 
These processors feature a dedicated 
neural processing unit (NPU) alongside the 
CPU and GPU, optimizing them for AI tasks 
such as image recognition, video process-
ing, and natural language processing.

AI’s impact on chip design extends 
throughout the entire product lifecycle. 
The collaboration between chip designers, 
electronic design automation (EDA) tool 
providers, and foundries is key to advanc-
ing AI-driven chip design. A notable exam-
ple is the partnership between Synopsys 
and TSMC, which are working together to 
develop AI-assisted EDA solutions for ad-
vanced chip process nodes. These efforts 
underscore AI’s transformative potential, 
enabling more powerful and efficient chips 
that can better handle the growing de-
mands of modern AI applications.
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Counterfeit Chip Detection

Counterfeit chips are a growing problem, 
costing US semiconductor companies more 
than $7.5 billion annually and posing se-
rious risks to both industry and consumer 
safety. The shortage of new semiconductor 
chips has led to an increase in counterfeit 
chips, which can result in malfunctions 
or even security vulnerabilities. There are 
estimates that as many as 15% of all spare 
and replacement semiconductors pur-
chased by the Pentagon are counterfeit. 
To combat this, researchers are develop-
ing advanced technologies to verify the 
authenticity of semiconductor components. 
One such breakthrough is RAPTOR (resid-
ual attention-based processing of tam-
pered optical responses), an AI-powered 
detection method developed by Purdue 
University researchers that uses deep 
learning to analyze light patterns from gold 
nanoparticles embedded in semiconductor 
chips or their packaging. These nanoparti-
cles scatter light in unique ways, creating 
specific patterns that can be recorded and 
stored for later authentication. The RAP-

TOR technique involves taking microscopic 
images of the nanoparticle scattering 
patterns, allowing for high-contrast imag-
ing even though the materials are mostly 
transparent to light. The AI model then 
distinguishes between natural degrada-
tion of the chip over time and intentional 
tampering by analyzing these patterns. 
The model is trained to detect adversarial 
attempts to replace nanoparticles, which 
could potentially hide tampering efforts. 
This technology can detect tampering with 
97.6% accuracy, outperforming traditional 
detection methods by up to 40%.

Flexible, Programmable Chips

A flexible, programmable chip is a type of 
microprocessor that combines the process-
ing capabilities of traditional chips with a 
bendable or foldable structure, enabling it 
to operate on flexible surfaces. Unlike con-
ventional rigid silicon-based chips, these 
flexible chips are made from bendable and 
ultrathin alternative materials. Because of 
this design, the chip can conform to non-
flat surfaces and endure physical stress 

without breaking or losing functionality. 
Programmability is key to these chips, as 
it allows developers to write and execute 
specific instructions so the chip can per-
form complex tasks like data processing 
and machine learning operations. 

The Flex-RV microprocessor exemplifies 
this advancement in flexible computing. 
Developed by Pragmatic Semiconductor, 
this 32-bit processor runs on an open-
source RISC-V architecture and is built 
with non-silicon materials, using indium 
gallium zinc oxide transistors on a polyim-
ide substrate. Designed to operate while 
bent, Flex-RV offers a durable, energy-effi-
cient solution capable of executing ma-
chine learning tasks while consuming less 
than 6 MW at 60 kHz. Robustness tests 
show that Flex-RV maintains consistent 
performance, even under bending, with 
only minor performance variation. The 
Flex-RV microprocessor is groundbreak-
ing because it brings computing power 
to flexible, affordable applications that 
rigid silicon chips cannot support, such as 

wearable health monitors, smart packaging 
sensors to track produce freshness, and 
adaptable components for soft robotics.

Advancing Data Processing with 
Photonics

Silicon-photonic (SiPh) chips are circuits 
that combine traditional silicon electron-
ics with optical (light-based) components, 
allowing them to process data using light 
rather than electricity. This approach 
enables much faster data speeds and 
lower energy use, making SiPh chips ideal 
for tasks that require processing large 
volumes of data efficiently. In February 
2024, researchers at the University of 
Pennsylvania announced development 
of one of these types of chips to perform 
mathematical computations (vector-matrix 
multiplication) for training AI. Beyond fast-
er speeds and lower energy use, this chip 
offers enhanced privacy: By performing 
many computations simultaneously, it elim-
inates the need to store sensitive data in a 
computer’s working memory. This design 
makes a computer powered by this tech-
nology nearly impossible to hack. Chinese 

COMPUTING

CHIPS

© 2025 Future Today Strategy Group. All Rights Reserved.



27

researchers have developed a photonic 
chip called the OPCA chip, which operates 
entirely with light and processes 100 billion 
pixels in just 6 nanoseconds. This speed is 
ideal for edge AI applications like autono-
mous driving and robotics, enabling rapid, 
energy-efficient image processing directly 
on the device.

RISC-V

RISC-V, first released in 2010 by UC 
Berkeley’s Parallel Computing Lab, is 
an open-source, modular instruction set 
architecture that allows for flexible and 
cost-effective chip design. This openness 
enables companies to innovate without 
the licensing fees associated with pro-
prietary architectures like x86 and Arm. 
However, RISC-V faces notable trade-offs, 
particularly in performance. As of 2024, 
RISC-V processors still lag behind top-ti-
er Arm and x86 CPUs in raw speed, with 
benchmarks consistently placing even 
the fastest RISC-V chips well behind their 
competitors. To address these challeng-
es, several initiatives are underway. The 

Berkeley SonicBOOM project is advanc-
ing experimental cores with features like 
out-of-order execution to enhance effi-
ciency. Companies like Tenstorrent, led 
by renowned chip designer Jim Keller, are 
also investing in high-performance RISC-V 
solutions to close the gap.

Adoption of RISC-V is steadily growing, 
particularly in data centers. Startups such 
as Ventana Micro Systems and Tenstorrent 
are leveraging its flexibility to create inno-
vative server solutions. Major industry play-
ers have also shown strong commitment to 
RISC-V. Samsung has established a Silicon 
Valley R&D lab dedicated to RISC-V devel-
opment, while Alibaba’s C910 server chip, 
based on RISC-V, is already powering cloud 
servers for Scaleway in France. Alibaba 
plans to release an even more advanced 
server chip soon, signaling confidence 
in RISC-V’s future. Nvidia has embraced 
the architecture on a massive scale, with 
projections indicating that around 1 billion 
RISC-V cores will be shipped in its 2024 
product lineup alone. This adoption high-

lights RISC-V’s versatility and its growing 
influence across the technology landscape.

Vertical Integration

Companies are increasingly adopting verti-
cal integration strategies, aiming to control 
the entire development ecosystem—from 
hardware to large language models (LLMs). 
Nvidia, in particular, stands out for its 
aggressive pursuit of vertical integration, 
which has positioned the company as a 
dominant player in the AI and high-perfor-
mance computing markets. The company 
has created a comprehensive, vertically 
integrated ecosystem that includes its 
proprietary CUDA software stack, which 
has become the de facto standard for AI 
development. By controlling the entire 
stack—ranging from chips to software 
frameworks and services—Nvidia sets a 
high barrier for competitors. Its dominance 
in both hardware and software has created 
significant lock-in effects, as developers 
and enterprises become reliant on CUDA 
for seamless AI deployment. For compa-
nies to compete with Nvidia, they need 

to not only match its advanced hardware 
capabilities but also offer an equivalent 
software ecosystem, a daunting challenge 
in a rapidly evolving field. 

While vertical integration is currently in 
the spotlight due to AI, it’s not a novel 
concept. MBA programs have long taught 
this strategy, and tech giants like IBM have 
employed it for decades. IBM’s history of 
vertical integration in computing predates 
the current AI boom—for decades, the com-
pany has developed, manufactured, and 
controlled multiple layers of the computing 
stack, from hardware to software. This 
long-standing approach has allowed IBM 
to remain a key player in the tech industry, 
illustrating how vertical integration can 
provide a sustained competitive advantage 
across generations.

New Materials to Power Advanced 
Computing

Recent advances in semiconductor materi-
als are driving breakthroughs in computing, 
electronics, and bioengineering. Moving 
beyond traditional silicon, researchers 

COMPUTING

CHIPS

© 2025 Future Today Strategy Group. All Rights Reserved.



28

are exploring topological semimetals 
and other quantum materials that offer 
higher power output with lower energy 
use. Topological semimetals, for exam-
ple, exhibit unique electron behavior that 
supports spintronics—a technology that 
utilizes electron spin rather than charge 
for data storage and processing, enabling 
faster and more efficient devices. Two 
recent examples: University of Minnesota 
researchers created a thin-film topological 
semimetal, and a team in Korea created a 
new p-type semiconductor alloy of se-
lenium and tellurium (Se-Te). The latter 
material, which can be deposited at room 
temperature, shows improved mobility and 
a higher on/off current ratio, outperforming 
existing transistors. Such advancements 
are expected to benefit next-generation 
displays, including high-refresh-rate OLED 
TVs and extended reality devices.

In chip manufacturing, where creating 
smaller, faster processors is always a goal, 
Applied Materials introduced two new 
materials for use in ultra-tiny 2nm (nano-

meter) chips. For perspective, a nanometer 
is about 50,000 times thinner than a human 
hair. These materials include a rutheni-
um-cobalt metal coating that reduces 
thickness, allowing electric current to pass 
through with less resistance, making chips 
faster and more efficient.

Meanwhile, scientists at the University of 
Chicago’s Pritzker School of Molecular 
Engineering developed a hydrogel semi-
conductor, which combines the electrical 
properties of semiconductors with the flex-
ibility of hydrogels, which are soft stretchy 
materials. This soft semiconductor could 
be used in flexible medical devices im-
planted in the body, providing better com-
fort and adaptability to biological tissues.

Optical Computing

Optical computing processes data with 
light (photons) rather than electricity, 
which could lead to faster, more energy-ef-
ficient computing systems. An interna-
tional team, including scientists from the 
University of Pittsburgh, has developed a 
photonic memory platform using a magne-

to-optical material called cerium-substi-
tuted yttrium iron garnet (Ce) on silicon—a 
setup that stores and processes data in 
light rather than electronics. By applying a 
magnetic field, the researchers can adjust 
light speed within micro-ring resonators, 
giving them control over the light’s direc-
tion and speed. This technology achieves 
both high switching speed and energy ef-
ficiency, with durability reaching 2.4 billion 
cycles, making it suitable for demanding 
photonic memory applications.

At Purdue University, scientists achieved a 
quantum photonic breakthrough by trap-
ping cesium atoms on photonic circuits to 
act like transistors for light, controlling the 
flow of photons. By using lasers to freeze 
cesium atoms near absolute zero, the 
atoms can interact precisely with circulat-
ing light in a microring resonator and the 
atoms can control photon movement. This 
atomic-level control over light flow brings 
optical computing closer by enabling logic 
and data storage in photonic circuits. In 
another advancement, researchers at the 

Swiss Federal Institute of Technology 
in Lausanne developed a cost-effective, 
efficient photonic integrated circuit (PIC) 
based on lithium tantalate. Unlike silicon, 
which struggles with high-speed data, 
lithium tantalate performs well in optical 
systems and is easier to produce at scale. 
The team’s new PICs achieve minimal opti-
cal loss, supporting high-speed operations 
at telecom frequencies. This breakthrough 
promises scalable, affordable photonic 
systems for optical computing, commu-
nication, and lidar, making high-speed, 
low-energy optical technologies more ac-
cessible. As a whole, these advancements 
move optical computing from theoretical to 
practical, scalable applications.
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Scaling AI Clusters

The computing requirements for training 
leading-edge AI models have surged, with 
computational demand increasing fivefold 
annually from 2010 to 2024. This escala-
tion calls for highly advanced AI training 
clusters—specialized networks of inter-
connected systems designed to support 
the immense processing loads required by 
modern machine learning models. These 
clusters primarily consist of numerous 
GPUs or TPUs working in tandem to meet 
the rigorous needs of AI training, and their 
sizes are expanding rapidly to keep pace 
with these demands.

For the US to remain competitive in AI 
development, projections indicate that by 
2030, the most advanced AI clusters may 
require around 5 GW of power and incorpo-
rate up to 1 million accelerators. Currently, 
the largest clusters contain approximately 
100,000 GPUs and demand tens of mega-
watts. By comparison, OpenAI’s GPT-4 
reportedly needed 25,000 GPUs, drawing 
30MW of power, enough to power 25,000 

US homes. Future expansions by compa-
nies like Microsoft and OpenAI aim to build 
clusters with even greater capabilities, 
with plans underway for facilities requiring 
up to 5 GW, or 150 times today’s typical 
power usage. 

The infrastructure push includes invest-
ments by key AI computing companies. 
The Stargate Project is an initiative to build 
a network of AI-dedicated data centers. 
OpenAI and its partners have announced 
plans to invest $100 billion to build a super-
cluster in Texas as part of a larger $500 
billion computing infrastructure expansion 
project. CoreWeave recently secured $7.5 
billion in financing to expand its data cen-
ter operations, aiming to double its capac-
ity by the end of 2024. Similarly, Microsoft 
and OpenAI’s planned cluster in Wisconsin, 
set to launch in 2026, will feature around 
100,000 of Nvidia’s latest accelerators, 
consuming more than 100MW. The next 
stage, expected by 2028, envisions a 
supercomputer requiring close to 5 GW, in-
dicating the scale of infrastructure needed 

to sustain AI training growth. Building this 
infrastructure at an unprecedented scale 
will be essential to meet AI’s increasing 
computational demands and to support 
continued advancement in AI capabilities 
globally.

Nuclear-Powered Data Centers

The resurgence of nuclear power is gaining 
momentum as tech giants like Microsoft 
and Amazon turn to nuclear energy to 
power their vast data centers. Microsoft 
has signed a 20-year power purchase 
agreement with Constellation Energy to 
buy all the electricity generated by the 
Three Mile Island nuclear plant’s Unit 1, 
which is set to reopen as the Crane Clean 
Energy Center by 2028. This marks a 
remarkable revival of a site known for the 
1979 Unit 2 partial meltdown, the worst 
commercial nuclear accident in US history. 
AWS recently acquired a data center next 
to the Susquehanna Steam Electric Station 
in Pennsylvania. The proximity to nuclear 
power allows AWS to directly tap into the 
2.5 GW of energy produced by the plant, 

cutting out reliance on the grid and en-
suring a steady, clean energy supply. This 
method of colocating data centers next to 
nuclear plants is gaining popularity as a 
way to secure reliable power while avoid-
ing grid-related fees. Proposals for similar 
setups are surfacing in New Jersey, Texas, 
Ohio, and other regions. Looking further 
ahead, ventures like Helion Energy aim to 
make nuclear fusion a reality. Supported 
by investors like OpenAI CEO Sam Altman, 
Helion plans to launch the world’s first 
fusion power plant by 2028. If successful, 
this breakthrough could provide Microsoft 
with fusion-generated energy, offering an 
even more advanced clean power source 
for the company’s future data centers.

Fortifying the Data Center

Securing AI data centers is emerging as 
a major trend among tech companies as 
cyberthreats grow more sophisticated and 
targeted. With AI systems increasingly 
deployed for critical applications, compa-
nies like OpenAI, Microsoft, and Google are 
focusing intensively on protecting their in-
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frastructure. Recent high-profile breaches 
highlight the risks: In early 2023, a hacker 
accessed OpenAI’s internal messaging sys-
tems to steal sensitive design information, 
and more recently, the Chinese espionage 
group Diplomatic Specter launched a 
spear-phishing campaign against Ope-
nAI employees in an attempt to exfiltrate 
proprietary data. This incident underscores 
the escalating vulnerability of AI facilities, 
pushing companies to prioritize robust se-
curity practices to safeguard their valuable 
intellectual property.

This shift toward stronger data center 
security involves securing the entire eco-
system, from the supply chain to internal 
networks. Companies now face a new im-
perative: ensuring that all hardware enter-
ing their facilities—from chips to network 
devices—is screened to detect tampering. 
Enhanced protocols for network and stor-
age security have also become critical. This 
includes encryption of all data transfers 
within the cluster, strict identity verifica-
tion for every device connected to sensi-

tive networks, and real-time monitoring of 
network links, especially fiber connections 
between data centers, to detect any unau-
thorized access.

Fortifying data center security is not just 
about protecting corporate assets but also 
about retaining a competitive edge. By in-
vesting in security, companies can mitigate 
the risk of adversaries stealing AI models 
that would otherwise require massive 
investments to develop. As competition 
grows and AI infrastructure becomes even 
more critical, data center security will be 
key to advancing these technologies safely 
and securely.

Automated Data Centers

In 2024, Nvidia filed a patent for “intelligent 
components of a data center,” detailing a 
system where autonomous robots manage 
server racks and components. The patent 
describes robotic systems that handle 
server rack manipulation and maintenance, 
controlled by a central monitoring system. 
This automation addresses the growing 
challenges of manually managing expand-

ing data centers, by enabling dynamic 
rack reconfiguration and real-time cooling 
adjustments based on computational de-
mands and environmental conditions.

Industry experts see this as strategic 
positioning for Nvidia. “This reinforces 
Nvidia’s leadership in data center innova-
tion,” notes Trevor Morgan, OpenDrives’ 
senior vice president of operations. While 
Nvidia may not build data centers direct-
ly, the patent could generate substantial 
licensing revenue. Gartner analysts proj-
ect that advanced robotics could enhance 
data center operational efficiency by 30% 
through continuous monitoring and precise 
adjustments.

The industry is already embracing robot-
ics. Novva Data Centers deploys modified 
Boston Dynamics Spot robots (dubbed 
WIRE—Wes’ Industrious Robot Employee) 
for autonomous facility patrols, tempera-
ture monitoring, and security verification. 
Similarly, DE-CIX’s “Patchy McPatchbot” 
handles automated fiber optic connections 
in distribution frames, demonstrating ro-

botics’ diverse applications in modern data 
centers.

Specialized AI Cloud

A specialized AI cloud is a cloud infra-
structure designed specifically to meet 
the demands of AI and machine learning 
workloads. Unlike general-purpose cloud 
platforms, specialized AI clouds are built 
to handle the complex computational 
needs and large datasets associated 
with AI applications. These clouds utilize 
high-performance GPUs like Nvidia’s A100 
or H100, and sometimes TPUs, which are 
great for tasks like neural network training. 
These platforms often come with pre-
built environments that include popular 
machine learning frameworks like Tensor-
Flow, PyTorch, and JAX, reducing setup 
time for developers. Specialized AI clouds 
like Google’s Vertex AI, AWS SageMaker, 
and Azure AI also offer managed services, 
which provide end-to-end support for 
building, training, deploying, and moni-
toring AI models without requiring deep 
expertise in cloud infrastructure. These 
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platforms typically feature tools to stream-
line machine learning operations, including 
automated model versioning, testing, and 
retraining, ensuring smooth transitions 
from development to production. 

AI on the Mainframe

Mainframes, IBM’s legacy systems, quiet-
ly underpin much of the financial world, 
processing 70% of all credit card transac-
tions. Known for their unmatched ability 
to handle high transaction volumes with 
top-tier security, mainframes remain vital 
in industries that demand reliability and 
speed. Despite attempts over the past 
decade to migrate workloads from main-
frames to the cloud, many companies have 
struggled. Not all workloads are suited 
for the cloud—some run more efficiently 
and cost-effectively on mainframes, while 
certain applications are simply too difficult 
to move. But AI may be the key to revital-
izing the mainframe. Modern mainframes 
are now being equipped with AI-specific 
hardware and software to handle various 
AI workloads. IBM’s current z16 mainframe 

already integrates AI for running machine 
learning models, and the upcoming Z main-
frame, set for release in 2025, will feature 
the Telum II processor and Spyre AI Ac-
celerator Card, designed to support large 
language models (LLMs) and advanced 
machine learning. These advancements will 
power applications like fraud detection, re-
al-time transaction analysis, and AIOps for 
system monitoring and anomaly detection.

One of the reasons companies considered 
moving off mainframes was the shrinking 
pool of COBOL programmers as they near 
retirement age. However, AI’s evolution in 
programming—allowing developers to code 
in natural language without needing deep 
expertise—could shift this trend. Instead of 
training new cohorts in COBOL, companies 
may find it more practical to have them uti-
lize AI to translate their work and continue 
using the platform. Additionally, running 
machine learning models and LLMs on a 
mainframe offers a security advantage. 
Since data doesn’t need to be distributed 
across disparate systems for AI process-

ing, enterprises can maintain stricter 
control over data governance and security, 
reducing the risk of breaches.

Data Center Cities

Data centers play a key role in the develop-
ment and training of AI language models, 
as they provide the massive amounts of 
electricity, storage, and cloud computing 
power needed to support their operations. 
Data centers are the backbone of the AI 
boom and, as such, cities around the world 
are positioning themselves as hubs for 
this critical digital infrastructure. These 
cities are tapping into the upside potential 
by expanding their data center capacity, 
attracting substantial investments and 
driving economic growth, from Europe to 
Latin America and Southeast Asia. 

Ireland, with more than 80 data centers, 
sees these facilities as essential to its 
tech hub vision, though the rapid growth 
of AI workloads is straining the national 
grid with unprecedented energy demand. 
Porto Alegre, Brazil, launched Scala AI 
City in September 2024, starting with a 

$500 million investment that could expand 
to $90 billion, making it Latin America’s 
largest AI-focused data center. Johor Bah-
ru, Malaysia, is the fastest-growing data 
center market in Southeast Asia, boasting 
1.6GW of capacity. In the UK, Northum-
berland will host one of Europe’s largest 
AI data centers, backed by a $13.3 billion 
Blackstone investment. In the US, northern 
Virginia remains the “data center capital 
of the world,” housing key facilities for 
AWS, Google Cloud, and Microsoft Azure. 
Other US cities seeing expansion include 
San Antonio, with a $482.6 million Micro-
soft investment; Racine, Wisconsin, where 
Microsoft is building a new AI data center; 
central Ohio, where AWS is adding $7.8 bil-
lion to the $10.3 billion it has invested since 
2015; and Memphis, Tennessee, where xAI 
has made its home. 

Hyperscale Water Usage

Hyperscale data centers, which power 
cloud computing and internet services, use 
vast amounts of water to cool their servers. 
These centers can consume 3 million to 

COMPUTING

COMPUTING INFRASTRUCTURE FOR AI

© 2025 Future Today Strategy Group. All Rights Reserved.



33

5 million gallons of water per day—about 
as much as a city with 30,000 to 40,000 
people would use. AI demands even more 
power and water, and as more hyperscale 
data centers shift their workloads to AI, 
their resource consumption continues 
to rise. This growing water demand has 
raised concerns, especially in areas like 
Virginia, where data center water usage 
jumped from 1.13 billion gallons in 2019 
to 1.85 billion gallons in 2023. As a result, 
major companies such as Amazon, Goo-
gle, and Microsoft have started to report 
their water usage after years of keeping it 
private, and industries have implemented a 
new standard, Water Usage Effectiveness 
(WUE), to measure how efficiently these 
centers use water.

In Memphis, xAI’s data center plans to 
draw more than 1 million gallons of water 
daily from the Memphis Aquifer to cool its 
servers. Similarly, Google’s data center in 
The Dalles, Oregon, has nearly tripled its 
water use over the past five years and now 
consumes more than a quarter of the city’s 

total water supply. According to Google’s 
2023 Environmental Sustainability Report, 
the company’s data centers and offices 
used 5.6 billion gallons of water in 2022, 
a 20% increase from 2021. Though these 
numbers are significant, it’s worth contex-
tualizing that they still make up a compar-
atively small amount of the world’s total 
daily water consumption, which is largely 
dominated by agricultural use. However, 
as the demand for cloud services fed by 
thirsty AI grows, so will the pressure on 
data centers to balance their operations 
with sustainable water practices. 

Advanced Cooling Technologies

As hyperscale data centers continue to 
consume large amounts of water and AI 
workloads grow more intensive, traditional 
air-based cooling methods will likely be-
come insufficient. In response, the industry 
is shifting toward advanced cooling tech-
nologies: Methods like direct-to-chip cool-
ing and submersion cooling—where servers 
are immersed in nonconductive fluids—are 
becoming more efficient options. 

The challenge is in using water efficiently. 
One solution comes from the US Depart-
ment of Energy, which launched the COOL-
ERCHIPS program in 2022, allocating $82 
million to develop energy-efficient cooling 
technologies. The goal is to reduce cooling 
energy use to below 5% of a data center’s 
total IT load, regardless of system density 
or location.

The COOLERCHIPS program has spurred 
collaboration between leading companies 
and research institutions, including HP, 
IBM, Nvidia, the US National Renewable 
Energy Laboratory, UC Davis, University 
of Florida, and University of Illinois. Some 
projects aim to dissipate up to 40 watts 
of heat per square centimeter, a signifi-
cant challenge for modern data centers. 
Companies are bringing new liquid-cooling 
technologies to market. CoolIT, a leader in 
liquid-cooling for AI and high-performance 
computing, recently announced a new line 
of products tailored to support Nvidia’s 
Blackwell AI platform. These include direct 
liquid-cooled servers and coolant distri-
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bution units designed to meet Blackwell’s 
performance demands. In October 2024, 
Hewlett Packard Enterprise announced 
the industry’s first 100% fanless direct 
liquid-cooling system for large-scale AI de-
ployments. This system reduces the power 
needed for cooling each server blade by 
37%, cutting down on utility costs, carbon 
emissions, and noise in data centers. 



The US stands at a pivotal moment in AI development: scaling 
compute infrastructure. With AI’s vast appetite for processing 
power, the future of innovation, economic strength, and global 
influence hinges on our ability to expand the compute capacity 
needed to drive these advancements. Success means an era of 
abundant, affordable compute, fueling scientific breakthroughs, 
democratizing creativity, and accelerating medical progress. 
But if we hit a bottleneck, compute power will become scarce 
and fiercely contested, reserved for only the highest-paying 
applications, stifling innovation and widening the global gap in 
AI advancement.

TWO FUTURES:  
THE COMPUTE CHALLENGE 

SCENARIO YEAR 2030

COMPUTINGSCENARIO

34© 2025 Future Today Strategy Group. All Rights Reserved.



Noah sits in his home studio, directing his seventh feature film this year. No cameras, 
no crew, no million-dollar budget—just his imagination and an AI system running on 
cheap, abundant compute. He speaks into his microphone: “Adjust the lighting in scene 
four, make it more noir,” and then he watches as the AI instantly reprocesses the entire 
sequence, transforming his sci-fi thriller’s atmosphere in real time.

Across town, Dr. Williams runs a protein-folding simulation for the thousandth time 
today. Five years ago, such computational intensity would have cost millions of dollars. 
Now, thanks to breakthrough computing architectures that made AI processing 
as cheap as electricity, her small biotech startup simulates millions of molecular 
interactions daily. Last week, they discovered a promising treatment for Alzheimer’s. 
Three other labs confirmed it within days—the kind of rapid verification that only 
becomes possible when compute constraints disappear.

The great compute scaling of the mid to late 2020s changed everything. Abundant 
nuclear and geothermal energy supply and AI-optimized chips pushed capacity well 
beyond the critical 130 GW growth threshold. But it wasn’t just about adding power—
new architectures made AI computation exponentially more efficient, creating a 
surplus of computational capability.

Now, high school students run complex climate models for science projects. 
Independent artists generate feature-length animations overnight. Small research 
labs simulate decades of climate change scenarios. The democratization of compute 
power has unleashed a creative and scientific renaissance. Every day, somewhere in 
the world, someone with a good idea can test it, simulate it, and bring it to life without 
worrying about computational costs.

Noah sits dejectedly in his empty home studio. “Insufficient compute resources 
available in your tier.” He speaks to his computer, “Just adjust the lighting in scene 
four.” Nothing happens. Five years ago, he could have processed this in seconds. 
Now, independent creators like him can barely afford the most basic AI operations.

The world has hit a hard cap on compute scaling. Regulatory pressures and 
bureaucracy have strangled AI infrastructure expansion, turning computational 
power into a luxury commodity. Large companies devote their limited resources 
only to profitable applications, abandoning experimentation. Even text-based AI 
models strain budgets, while multimodal processing—combining images, video, 
and text—has become prohibitively expensive. Basic research has ground to a 
halt, with tasks like protein simulations now requiring funding on par with particle 
accelerator experiments. Innovation across medicine, entertainment, and science 
has slowed to a crawl.

The effects ripple through society. High schools have abandoned their AI 
curriculum—the computational costs of running even basic training exercises 
exceed most educational budgets. Medical researchers share limited computing 
time on aging infrastructure, often waiting months to test new hypotheses. What 
was once a revolutionary tool for scientific discovery has become another scarce 
resource, carefully rationed and jealously guarded.

Most concerning is the shift in AI alignment. With China dominating the compute 
landscape, one country’s values and priorities increasingly shape AI development. 
US companies, struggling with limited resources, can’t compete with the scale 
and scope of Chinese AI models. The dream of democratized AI has given way to 
a harsh reality: In the compute-constrained world of 2030, innovation follows the 
path of least computational resistance, and that path increasingly leads east.
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Us as Input

We are increasingly merging with the 
technology we interact with, transforming 
into “invisible” accessories that seamlessly 
integrate with our devices. Traditional input 
methods like keyboards and mice are being 
replaced by more natural and intuitive 
modes of interaction, such as facial recog-
nition, body movements, and eye tracking. 
Biometric data, including facial recognition 
and fingerprint scanning, is now commonly 
used for security, simplifying how we log 
in and authenticate our identities. Tech-
nologies that were once considered niche 
or assistive, like eye tracking, are now part 
of mainstream devices, allowing users to 
navigate screens with just their eyes. Voice 
input is also becoming a dominant meth-
od for communication with our devices, 
slowly replacing the keyboard for tasks 
like typing. Even skin input is on the hori-
zon: Researchers at Cornell University have 
developed on-skin devices that enable di-
rect interaction with technology. One such 
device, SkinPaper, uses silicone-treated 
washi paper that conforms to the body, 

allowing for simple on-skin interactions. 
This technology has broad potential appli-
cations, ranging from health monitoring to 
assistive technologies for individuals with 
disabilities. In a separate development, 
a team from Seoul National University 
and Stanford University has created a 
spray-on smart skin. Made from nanowires 
embedded in a polyurethane coating, this 
mesh adapts to the natural contours and 
wrinkles of the skin. It uses AI to recog-
nize hand gestures and typing without the 
need for external devices like cameras 
or gloves, offering a more seamless way 
to control and communicate with devic-
es. These advancements signify a shift in 
the way we interface with technology. By 
incorporating our bodies into the interface, 
these technologies open new possibilities 
for personal safety, health monitoring, and 
accessibility, all while making our interac-
tions more intuitive and fluid.

AI embedded PCs

AI-powered PCs are emerging as the next 
evolution in personal computing, with 
companies like Intel, Microsoft, Qual-

comm, Nvidia, and AMD at the forefront 
of integrating neural processing units 
(NPUs) directly into devices. This signi-
fies a shift toward standalone in-device 
AI capabilities, allowing users to interact 
with advanced AI features without needing 
constant internet or cloud connectivity. 
The inclusion of NPUs in PCs will enable 
real-time processing of AI tasks, such as 
natural language understanding, computer 
vision, and machine learning, all within the 
device itself. These AI PCs are designed to 
enhance the user experience, not just by 
improving processing speed but by making 
interactions more intuitive and personal-
ized. With an AI-powered PC, you could 
speak commands like, “Open last week’s 
report,” and the device would process 
and execute the request instantly without 
needing internet access. These PCs could 
also adapt to user habits, such as adjust-
ing settings for comfort during long work 
hours, making interactions smoother and 
more responsive in real time.

In January 2025, NVIDIA announced Proj-
ect DIGITS, a desktop-sized personal AI 

supercomputer, aimed at AI researchers, 
data scientists and students. There are 
also rumors of an upcoming NVIDIA AI PC 
processor called N1, which has not been 
confirmed at the time of this writing. Mic-
rosoft’s newly redesigned Copilot+ offers 
another example of how these AI-driven 
systems can integrate voice and vision 
capabilities. With Copilot Voice and Vision, 
users can interact with their PC in more 
natural ways, such as speaking commands 
or having the system recognize and re-
spond to what’s displayed on the screen. 
Intel has plans to produce 40 million 
AI-enabled CPUs in 2024, increasing to 60 
million in 2025. Meanwhile, Qualcomm and 
AMD are also developing AI PCs with NPUs 
focused on energy-efficient AI processing, 
essential for real-time interactions on por-
table devices. At Computex 2024, Nvidia 
hinted at new RTX AI PCs, potentially pre-
viewing upcoming Copilot+ systems from 
Asus and MSI. These systems are expected 
to feature Nvidia’s graphics cards along-
side AMD’s latest Strix CPUs.
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Wearable Ecosystems

One of the biggest challenges with AR 
glasses is that integrating powerful com-
puting directly into the glasses often re-
sults in a bulky, unattractive, and heavy de-
sign. This compromises both their aesthetic 
appeal and comfort, making widespread 
consumer adoption less likely. A potential 
solution lies in distributing the computing 
tasks across a network of interconnected 
devices. Instead of relying solely on the 
glasses to handle all functions, a system 
of complementary devices—a wearable 
ecosystem—could work together to share 
processing and sensory tasks. 

By distributing the processing load and 
combining data from various sensors 
across multiple devices, users can enjoy 
a more sophisticated and efficient expe-
rience. The devices can share information 
on environmental factors or the user’s 
activities, resulting in richer insights that 
wouldn’t be possible with just one device. 
This modular approach also helps keep the 
glasses lightweight and more wearable, as 

they no longer need to house all the tech-
nology themselves. A practical example of 
these wearable ecosystems is Meta’s Orion 
smart glasses. The Orion system consists 
of three key components: the AR glass-
es, a “neural wristband” for control, and a 
wireless compute puck that looks similar 
to a large phone battery pack. The glasses 
function independently of a smartphone 
or computer, but the puck is crucial for 
their operation. If the glasses and puck are 
separated by more than about 12 feet, the 
glasses become nonfunctional, illustrating 
how tightly integrated the components are 
in this wearable ecosystem.

Generative UI

Generative UI refers to the use of gener-
ative AI to automatically create, adapt, or 
personalize a user interface (UI) based on 
real-time inputs and context. This approach 
leverages context-aware computing to 
dynamically adjust the UI, making it more 
intuitive, responsive, and aligned with the 
user’s specific needs. The interface could 
change based on factors like the user’s 

environment, location, or activity, creating 
a seamless and efficient experience.

However, the true potential of generative 
UI goes beyond simple context-based 
adaptations; it reimagines the way we 
interact with applications altogether. Why 
rely on a static fitness app when a genera-
tive AI system can pull relevant data from 
multiple sources and create a personalized 
interface tailored just for you? Imagine a 
world where no two people have the same 
interface—where design and layout evolve 
based on individual preferences. One user 
might see structured menus, while another 
might navigate through visually rich, click-
able images, depending on how they prefer 
to interact with information.

Now, imagine instead of switching be-
tween websites to shop for running shoes, 
you simply ask or type your query into a 
central system that generates the perfect 
interface, drawing from different sources 
instantly. Even more radically, the need 
for explicit, visible interfaces could disap-
pear altogether. As multimodal AI models 

advance, they will understand and respond 
to natural language, gestures, and other in-
puts, allowing for seamless, interface-less 
interactions where users no longer need to 
rely on predefined screens or layouts. This 
opens up a future of fluid, personalized 
human-AI interaction unconstrained by 
traditional UI norms.

Accessibility Tech Goes Mainstream

Accessibility technologies, once designed 
specifically for people with disabilities, are 
increasingly being adapted for mainstream 
use, leading to innovations that bene-
fit a much wider audience. Devices like 
OrCam MyEye, originally created to help 
the visually impaired by reading text and 
recognizing faces, now serve non-accessi-
ble applications such as hands-free navi-
gation and industrial information access. 
Eye-tracking technology, developed to 
help those with mobility issues navigate a 
computer screen, is being integrated into 
mainstream applications, enabling any-
one to navigate digital interfaces without 
physical touch. Advanced hearing aids 
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have evolved beyond simple sound ampli-
fication: Modern versions of these devices 
feature AI-powered sound processing, 
which helps improve speech recognition in 
noisy environments, making them desir-
able to a broader audience. There are also 
tactile screen technologies originally de-
signed to allow blind users to read Braille 
digitally, but that now have the potential to 
be adapted for more widespread use, such 
as providing tactile and haptic feedback on 
touchscreen devices. Accessibility technol-
ogy is no longer limited to a niche market—
it can be adapted to help all people see, 
hear, and communicate more effectively, 
broadening their impact far beyond their 
original purpose.

Wearable Intelligence

Wearable AI refers to devices that inte-
grate artificial intelligence into everyday 
accessories, enabling more intuitive and 
personalized interactions. These devices, 
such as smartwatches, glasses, and rings, 
use AI to process data and assist users in 
real time. One recent example is Humane 

AI’s AI Pin, a small device that attaches 
to clothing and functions as a personal 
assistant. The pin, launched in 2024, sup-
ports voice commands and hand gestures, 
projects information using a laser display 
instead of a screen, and includes a camera 
for photos and visual recognition. Howev-
er, the Humane AI Pin has faced criticism 
and a lackluster consumer enthusiasm for 
inconsistent AI responses, slow processing, 
and limited functionality. And this concept 
isn’t new; Microsoft Research introduced 
Skinput in the 2010s, which, like the Hu-
mane AI pin, used the skin as an interface 
but didn’t make it to market due to fidelity 
issues. Other AI wearables, like the Sam-
sung Galaxy Ring, Meta’s smart glasses 
with Ray-Ban, and AI-powered watches, 
are exploring different ways to incorporate 
AI into daily accessories while addressing 
issues like power consumption and internet 
dependency.

High power consumption is a major en-
ergy efficiency challenge for wearable 
AI. Purdue University researcher Shreyas 

Sen is developing solutions inspired by 
the human nervous system to overcome 
these limitations. His research focuses on 
chips that enable AI wearables to function 
offline, reducing energy needs. Sen’s team 
is creating “in-sensor analytics” chips that 
interpret only necessary data for specific 
tasks. These chips use electro-quasistatic 
signals, transmitting information 100 times 
more efficiently than Bluetooth or Wi-Fi. 
By creating an artificial “peripheral ner-
vous system,” Sen envisions AI wearables 
performing complex tasks without needing 
frequent charging or constant internet 
access. 

Flexible Displays

Flexible displays have been an exciting 
prospect for years, yet widespread con-
sumer adoption has been slow. But 2024 
may have been a turning point. One recent 
example is Samsung’s “flex in and out” 
display technology, increasing the dura-
bility and usability of foldable screens. 
Samsung’s US patent “Electronic Device 
Including Flexible Display” outlines a fold-

able device with an advanced hinge sys-
tem, which dynamically adapts to various 
folding angles to improve both flexibility 
and audio performance. Samsung has also 
incorporated a photocurable resin in the 
adhesive layers, boosting the display’s 
resilience to repeated folding—an essential 
step in addressing durability issues that 
have previously hindered flexible screens.

Developing highly flexible displays also de-
pends heavily on new material innovations. 
Scientists are focusing on 2D materials 
like graphene, hexagonal boron nitride (h-
BN), and transition metal dichalcogenides 
(TMDs), each offering unique benefits for 
flexibility and durability. Graphene’s ex-
cellent conductivity and flexibility, TMDs’ 
light-emitting properties, and h-BN’s sta-
bility and insulation potential make them 
ideal candidates for flexible OLED displays. 
Companies are incorporating these into 
components such as thin-film transistors, 
transparent electrodes, and protective 
layers. But significant challenges remain 
for 2D materials, particularly in achieving 
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uniform quality, scalability, and stability for 
mass production. Ongoing research aims to 
refine these processes to produce durable, 
scalable displays for smartphones, wear-
ables, and foldable laptops. If successful, 
2D materials could reshape the industry, 
enabling high-quality, flexible displays for 
a new generation of consumer electronics.

Smart Textiles

Smart textiles, powered by multimateri-
al fibers, are transforming how we think 
about clothing and wearables, enabling 
fabrics to become dynamic, responsive, 
and even intelligent. These fibers—long, 
thin strands engineered to conduct elec-
tricity, emit light, and sense environmental 
changes—are making it possible to inte-
grate electronic functionality directly into 
fabrics. By weaving such fibers into gar-
ments, researchers are developing textiles 
that can monitor health, track movement, 
or even change color or shape in response 
to stimuli. Researchers recently developed 
a soft, flexible fiber that interacts with the 
human body to perform wireless energy 
transfer and sensory processing without 

requiring rigid chips or batteries. These 
fibers can light up in response to touch and 
offer various forms of feedback, making 
them a versatile component for digital 
interactions. Such innovations highlight the 
potential for creating chipless textile elec-
tronics that could redefine wearable tech 
by eliminating the need for bulky hardware.

Another significant challenge in smart 
textile development has been the scaling 
of sensor integration, particularly when 
it comes to making reliable connections 
between rigid electronic components and 
soft fabrics. However, recent research 
into distributed sensing along fibers has 
made substantial progress in overcoming 
this obstacle. A prototype garment using 
helical auxetic yarn sensors demonstrates 
how strain can be measured along multiple 
regions of a single fiber, accurately moni-
toring joint movements with minimal error. 
This represents a breakthrough in making 
smart clothing capable of tracking com-
plex biomechanical data while remaining 
comfortable and unobtrusive.
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Haptic Holography

Haptic holography merges holography 
with haptic feedback, enabling users 
to see, feel, and interact with 3D virtual 
objects in midair using their bare hands. 
This approach lets users manipulate virtual 
objects without physical devices, using 
ultrasound waves to create the feeling of 
holding and touching a projected object. 
Current research in this area includes 
the University of Glasgow’s “aerohaptics” 
system, which uses controlled air jets to 
simulate touch sensations, enabling inter-
action with holographic objects without 
physical devices. Meanwhile, researchers 
at UC Santa Barbara have uncovered a new 
phenomenon fundamental to developing 
holographic haptic displays, by utilizing 
focused ultrasound waves in air to create 
tactile feedback. However, the current 
technology faces limitations. Advanced 
imaging and simulations reveal that these 
haptic feedback systems generate shock 
waves in the skin, reducing the precision of 
touch sensations. To advance holographic 
touch technology, scientists must develop 

new methods to either mitigate or harness 
these shock wave effects. As the field pro-
gresses, haptic holography has the poten-
tial to transform various industries, includ-
ing virtual and augmented reality, remote 
surgery and medical training, industrial 
design and prototyping, and education and 
interactive learning.

Context-Aware Earwear

Context-aware audio interaction integrates 
both audio and visual inputs to create 
smarter, more intuitive ways for users to 
interact with their devices. Voice is becom-
ing the primary interface for many AI-driv-
en systems, thanks to advancements in 
natural language processing, allowing for 
natural communication. However, these in-
teractions require a deeper understanding 
of context to be truly effective. For exam-
ple, a request made in a private setting 
might need a discreet response through 
earphones, while the same command in a 
public space could be handled differently. 
Combined visual and audio input is be-
coming essential to provide this context, 

enhancing how devices understand and 
respond to their users. One way is by inte-
grating cameras into earbuds for various 
uses, like Meta’s “Camerabuds,” which 
include AI-driven object recognition and 
real-time translation capabilities. Apple is 
reportedly working on similar technology 
with additional health monitoring features, 
showing the potential for multifunction-
al, context-aware devices. Huawei is also 
advancing this trend by filing a patent for 
earbuds with cameras designed for pe-
destrian safety. These devices would use 
AI to detect approaching objects or inter-
sections, alerting the wearer to potential 
hazards—a safety feature that could be 
especially useful for people navigating 
busy urban environments. At the University 
of Washington, researchers have devel-
oped an AI system that lets users “enroll” 
a speaker simply by looking at the person 
briefly while wearing camera-equipped 
earphones. The system isolates and plays 
back only the enrolled speaker’s voice, 
even in noisy environments. This combina-
tion of audio and visual inputs allows for 

real-time, focused listening, improving the 
user experience in dynamic settings like 
busy streets or crowded events. 

Spatial Audio and 3D soundscaping

Spatial audio and 3D soundscaping in-
volve creating a three-dimensional sound 
environment that surrounds the listener, 
enhancing the sense of immersion. This 
technology positions audio sources in 
virtual space, making it seem as if sounds 
are coming from different directions and 
distances. Using advanced algorithms and 
binaural audio techniques, spatial audio 
mimics real-world sound behavior, making 
it ideal for gaming, virtual reality, and other 
immersive experiences. A core concept in 
this technology is the head-related trans-
fer function, which explains how humans 
perceive the direction of sounds based 
on differences in timing and frequency as 
they reach each ear. By digitally replicating 
these auditory cues, engineers can create 
a sense of depth and directionality, making 
the listener feel as if sounds are moving 
around them. Directional speakers are of-
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ten used to further enhance spatial audio, 
enabling precise sound targeting in spe-
cific areas or to individual listeners. These 
speakers contribute to dynamic sound 
environments where sound sources can 
appear to move around the listener, adding 
to the immersive experience. Technologies 
like Dante (Digital Audio Network Through 
Ethernet) help manage and route audio 
signals efficiently in complex systems, 
making it easier to control and direct sound 
within 3D soundscapes. There are several 
software platforms that also assist in cre-
ating and processing 3D audio. For exam-
ple, Waves Nx simulates three-dimensional 
sound through stereo headphones, allow-
ing users to experience immersive sound-
scapes even in everyday audio settings. As 
a result, spatial audio and 3D soundscap-
ing have become essential tools in deliv-
ering more engaging and realistic sound 
experiences across various fields.

Neuromorphic Hardware for Audio 
Applications

Neuromorphic hardware for audio 
applications refers to specialized hardware 
that mimics the neural structure of the 
brain, enabling energy-efficient, always-on 
audio processing. This technology is ideal 
for battery-powered devices requiring 
low power consumption, real-time 
processing, and on-device computation, 
offering significant advantages over 
traditional audio processing methods. 
By processing audio data locally, 
neuromorphic hardware enhances 
privacy and reduces latency, making 
it perfect for edge devices like smart 
speakers, earbuds, and security systems. 
Additionally, neuromorphic hardware 
excels at pattern recognition, enabling 
efficient tasks such as keyword spotting, 
environmental sound classification, and 
acoustic event detection. This makes it 
an excellent fit for applications in voice-
activated devices, industrial monitoring 
through vibration analysis, and underwater 
acoustic detection. A leading example 

of neuromorphic audio hardware is 
SynSense’s Xylo Audio platform. Built on 
the Xylo neuromorphic inference core, 
this ultra-low-power platform supports a 
variety of audio applications, from in-home 
event monitoring to underwater acoustic 
detection. It enables intelligent audio-
driven features in battery-powered edge 
devices, offering commercial and research 
partners new opportunities to integrate 
advanced audio capabilities into their 
products.
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By 2032, passwords have evolved far beyond simple text or biometrics. Now, unlocking devices requires a completely 
unique, tactile interaction with invisible, holographic objects—an experience that feels astonishingly real but is visible 
only to the senses. Haptic holography combines 3D holograms with touch feedback, letting users feel virtual objects 
as if they’re real. Using technologies like ultrasound and air jets, it creates sensations like pressing, holding, or 
manipulating items in midair. Haptic holography has changed device authentication: Not only do users need to “feel” 
the right object, but they must also perform a specific, predetermined action with it. 

The air before Sarah’s phone flickers slightly, and though no image appears, she reaches out, instinctively feeling for 
something unseen. A burst of precisely calibrated sound waves and air pressure creates a sensation in her palm: her 
grandpa’s watch. Sarah had spent countless hours running her fingers over its band and its smooth face. Now this 
virtual version feels exactly the same—the slight chip on the face from when Grandpa nicked it with a bowling ball, the 
loose link from the years of taking it off at night and putting it back on again in the morning. 

The security sequence requires her to manipulate this phantom watch in ways only she would know—she “winds” the 
small knob on the side of the haptic hologram watch two times clockwise and once more counterclockwise. 

Others might see Sarah standing there with her fingers seemingly dancing through empty air, but she’s working through a 
sophisticated authentication cadence that’s unique to her muscle memory. Even if someone recorded her movements, they 
couldn’t replicate the exact pressure she applies to the haptic hologram, the precise angles of manipulation, the specific 
timing between actions—all deeply encoded in her nervous system through years of handling the real watch.

The beauty of the system lies in its invisibility and intimacy. These haptic holograms respond only to her touch, creating a 
personal choreography of pressure points and motion that’s impossible to forge. It’s not just what Sarah does—it’s how she 
does it, the emotional memory built into each gesture, the unique way her fingers remember this treasured object.
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Neuromorphic Computing

The most energy-efficient computer in 
existence today is the human brain. Un-
like traditional von Neumann architecture, 
which requires constant data transfer be-
tween memory and processor—consuming 
both time and energy—the brain stores and 
processes information simultaneously, with 
remarkable efficiency. This has inspired 
researchers to rethink computing architec-
tures, leading to the development of neuro-
morphic computing, which is an umbrella 
term for computers that aim to mimic the 
brain’s structure and functionality. In 2024, 
Intel announced the Hala Point system, the 
world’s largest neuromorphic computer. 
The parallel-processing system is powered 
by Intel’s Loihi 2 processor, enabling 1.15 
billion artificial neurons that will be used 
to address scientific challenges in areas 
like device physics and informatics, solving 
problems where traditional AI hardware 
struggles, particularly at scale.

Sydney-based startup BrainChip recently 
unveiled the Akida Pico, a neuromorphic 

chip designed specifically for devices at 
the extreme edge, such as mobile phones 
and wearables, where power limitations are 
critical. Additionally, German startup SpiN-
Ncloud Systems introduced a hybrid com-
puting platform that integrates traditional 
AI accelerators with neuromorphic com-
puting. The systems, available in various 
configurations, include a flagship model 
capable of simulating 10 billion neurons—
approximately one-tenth the capacity of 
the human brain—bringing brain-inspired 
computing closer to practical applications.

Organoid Intelligence

In 2023, researchers at Johns Hopkins 
University outlined a vision for biocom-
puters powered by human brain cells in a 
paper published in Frontiers in Science. 
Led by Thomas Hartung, the team present-
ed a roadmap for “organoid intelligence,” 
aiming to develop biological computing 
using 3D cultures of human brain cells. 
These tiny 3D organoids, no larger than 
a pen tip, contain neurons and circuitry 
capable of supporting basic functions like 

learning and memory. Unlike neuromor-
phic computers that mimic brain function 
using silicon, organoid intelligence utiliz-
es actual human biology for computing 
operations. Although traditional computers 
can process calculations much faster than 
humans, human brains excel at complex 
decision-making tasks, such as distinguish-
ing between a dog and a cat. Implementing 
AI on organoids could be crucial for achiev-
ing human-like complex decision-making 
abilities in machines.

This technology is already being adopted 
for commercial and research purpos-
es. A Swiss company, FinalSpark, offers 
cloud-accessible computing services using 
real organoids through its Neuroplatform. 
The system, which has been functioning 
continuously for more than four years, is 
comprised of 16 organoids, maintained in 
microfluidic incubators at body tempera-
ture (37°C). These organoids can transmit 
and receive electrical signals, learn, and 
perform tasks through electrical stimu-
lation. Researchers can employ chemical 

stimulation, such as dopamine release, 
to “reward” the organoids. Designed for 
biocomputing research and wetware com-
puting experiments, the platform includes 
a Python-based API to interact with these 
organoids. FinalSpark asserts that its 
system could be up to a million times more 
energy-efficient than conventional com-
puters.

DNA Storage and Compute

Researchers are exploring DNA comput-
ing as an alternative storage medium to 
resource-intensive data centers, due to 
DNA’s immense storage capacity and 
long-term stability. The primary challenge 
has been efficiently storing, retrieving, and 
computing data using DNA, where informa-
tion is encoded in nucleic acids rather than 
binary code, which has hindered the full 
realization of DNA’s potential as a storage 
medium. Until recently, DNA technology 
was viewed as useful mainly for long-term 
data storage, with limited potential for 
performing all the functions of electronic 
computing in a repeatable, programma-
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ble manner. This has changed with re-
cent research from North Carolina State 
University and Johns Hopkins University: 
Researchers have developed a DNA-based 
system capable of performing a full range 
of data storage and computing opera-
tions. The breakthrough system can store, 
retrieve, compute, erase, and rewrite data 
using DNA as the medium, demonstrat-
ing that DNA technologies can now rival 
traditional electronic systems in versatility. 
This development marks a significant step 
forward in DNA computing, as previous 
technologies could only complete some, 
but not all, of these operations. It shows 
that DNA-based computing and data 
storage may one day provide a viable and 
efficient alternative to electronic devices, 
especially for long-term and large-scale 
data management.

Living Wearables

A “living wearable” is a device that blends 
living biological elements with traditional 
wearable technology, often using synthetic 
biology. These devices combine the fea-

tures of regular wearables with the unique 
abilities of living organisms, allowing the 
wearable to interact with the human body 
and environment in ways that traditional 
wearables cannot. By integrating living 
biological components—like engineered 
bacteria or cell-free synthetic circuits—into 
flexible substrates and textiles, these de-
vices can monitor physiological and envi-
ronmental changes in real time, broadening 
applications for health care, environmental 
safety, and even national security. One ma-
jor benefit is noninvasive health monitoring, 
where biosensors within these wearables 
can detect specific markers or pathogens, 
including disease indicators or environmen-
tal toxins, by using synthetic biology tech-
niques like engineered biological circuits.  
For example, a face mask with embedded 
CRISPR technology has been developed 
to detect SARS-CoV-2 by merely pressing 
a button. This capability, offering labora-
tory-level detection at room temperature 
without complex procedures, demonstrates 
how living wearables can provide immedi-
ate, precise diagnostic capabilities.

Living wearables also open the door to 
self-sustaining systems for prolonged 
use, which is especially relevant in set-
tings where traditional power sources are 
limited, such as space exploration. Pho-
tosynthetic wearables, for instance, use cy-
anobacteria to produce oxygen, potentially 
supporting life in closed environments or 
enabling sustainable energy production 
for bio-powered devices. Additionally, skin 
patches that incorporate living cells could 
not only monitor health markers but also 
release therapeutic compounds in re-
sponse to physiological needs. 

Implantable BCI

Recent developments in implantable 
brain-computer interfaces (BCIs) have 
created new possibilities for enhancing 
human-machine interaction, particularly 
in the field of health care. In 2024, Neura-
link successfully implanted its BCI device, 
dubbed “Telepathy,” in a second patient, 
Alex, following its first test on Noland 
Arbaugh, a man paralyzed from the neck 
down. This new implant enabled Alex to 

break world records in BCI cursor control. 
Despite significant advances, Neuralink en-
countered early technical challenges and 
continues to face skepticism. In Arbaugh’s 
case, 85% of the device’s flexible threads 
retracted from his brain within a month 
after implantation, which affected the 
overall performance of the device. Another 
significant milestone comes from UC Davis 
Health, where researchers developed a BCI 
capable of translating brain signals into 
speech with 97% accuracy. This technolo-
gy was successfully implanted in a patient 
with ALS, enabling near-fluent communica-
tion. Also significant: Synchron implanted 
an ALS patient with its BCI technology, 
and the patient was then able to interact 
with Amazon’s Alexa device to control his 
environment. These advancements demon-
strate the profound potential to transform 
the quality of life for individuals with neu-
rodegenerative diseases or severe paral-
ysis, offering them innovative methods to 
communicate, interact, and engage with 
the world. Beyond accessibility, BCIs could 
revolutionize human-machine interaction 
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by drastically increasing the bandwidth 
between the brain and digital systems, 
potentially by a factor of 1,000 or more. 
This technology holds the promise not only 
of enhancing cognitive capabilities but also 
enabling ultra-fast, seamless communica-
tion between people, pushing the boundar-
ies of how we connect and collaborate.

External BCI

While brain-computer interfaces (BCIs) 
have the potential to drastically improve 
mobility and communication for people 
with disabilities, most consumers are un-
likely to embrace implanted devices in the 
near future. This hesitation suggests that 
noninvasive BCIs will dominate the com-
mercial market in the short term. Noninva-
sive BCIs are appealing for being cost-ef-
fective, safe, and accessible to a broad 
range of users. However, because these 
systems record signals from the scalp rath-
er than directly from the brain, their signal 
quality can be limited. But recent break-
throughs are addressing these limitations. 
Researchers at Carnegie Mellon University 
demonstrated a novel approach to nonin-

vasive BCIs by using focused ultrasound 
stimulation in combination with a wearable 
electroencephalogram (EEG) device. Their 
study, involving 25 human subjects, is the 
first of its kind to integrate focused ultra-
sound stimulation for bidirectional BCIs—
meaning it can both encode and decode 
brain waves using machine learning. The 
technique targets specific neural circuits, 
enhancing both signal quality and the 
overall performance of noninvasive BCIs. 
This work could significantly boost the 
capabilities of external BCIs, making them 
more viable for broader applications. Last 
year saw a growth in noninvasive wearable 
BCI technology investment, with companies 
exploring EEGs, ultrasounds, and magnetic 
stimulation. Magnus Medical, for exam-
ple, has developed transcranial magnetic 
stimulation to treat major depressive dis-
order. While these wearable BCIs provide 
less insight into the deeper brain regions 
compared to implanted devices, their ease 
of use and noninvasive nature make them 
a promising avenue for wider adoption in 
both health care and consumer markets.

COMPUTING

BIOLOGICAL COMPUTING

© 2025 Future Today Strategy Group. All Rights Reserved.



Through the ruins of a darkened city, US troops move like shadows. Each soldier wears a neural helmet—a 
living wearable that meshes with their body, monitoring vitals and enhancing senses. These bio-integrated 
devices link to the External Sensory Network, connecting them to silent drones patrolling overhead. The 
swarm maps the battlefield in real-time, feeding environmental data directly to the soldiers. To the enemy, 
they are invisible; to each other, they are omniscient.

A gunshot cracks the night. Within seconds, the drones pinpoint the shooter through audio triangulation. 
The helmets respond, releasing precise doses of performance enhancers to steady hands and sharpen 
focus. If chemical weapons appear, the neural interface stands ready to inject countermeasures directly 
into bloodstreams. The soldiers adjust their approach wordlessly, human and machine moving as one.

The drones unleash another tactic: They project phantom sounds across the battlefield—helicopter rotors, 
tank treads, marching boots. The enemy scatters, chasing ghosts. The helmets pick up on rising hostile 
heart rates as confusion spreads. 

Silent, calculating, alive, the helmets make their soldiers both human and something more. Each step 
forward is guided by invisible maps and bio-data; every breath monitored, every heartbeat measured. The 
troops close in on their objective as the enemy falls further into the illusions, fearing threats that aren’t real, 
trusting senses that betray them. 

In this new warfare, victory belongs to those who master the symphony of combat. Every footstep tells a story, 
every echoed command reveals a position, and sound itself becomes both weapon and shield. The soldiers advance 
through their acoustic realm, invisible in the darkness but seeing everything through the perfect clarity of sound.
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COMPUTING



Significant adoption of 
quantum computers 
is around the corner. 
Quantum is one of the 
biggest, most important 
technological races of 
our generation.
Itamar Sivan, Co-founder & CEO of Quantum Machines
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Quantum Advantage

When Google unveiled Willow, many 
overstated its capabilities. While Willow 
achieved key breakthroughs—such as 
surpassing the threshold for quantum 
error correction and improving coherence 
times—it did not demonstrate quantum 
advantage. Quantum advantage refers to 
the theoretical point where quantum com-
puters can outperform classical computers 
in solving specific tasks, such as optimiza-
tion, simulations, or computations. When 
achieved, it will mark a major milestone in 
quantum computing; at that point, these 
machines could tackle problems that are 
currently beyond the reach of even the 
most powerful classical supercomputers. 
But the big hurdles in the way include de-
veloping quantum hardware and algorithms 
that surpass classical methods in both 
speed and accuracy. 

For now, we are in an intermediate stage 
that is often called quantum utility, where 
quantum systems begin to outperform 
classical computers on tasks related to 

quantum mechanics itself, such as simu-
lating quantum circuits. And while quan-
tum advantage has yet to be conclusively 
demonstrated on a real-world problem, 
several significant advancements have 
brought us closer to this goal. For example, 
Fujitsu and Osaka University’s Center for 
Quantum Information and Quantum Biology 
achieved a major milestone by demon-
strating that a quantum computer could 
estimate material energy in just 10 hours—a 
task that would take a classical computer 
five years. This was achieved using only 
60,000 qubits, fewer than previously be-
lieved necessary for fault-tolerant quan-
tum computations. Additionally, companies 
like Kipu Quantum and Pasqal are advanc-
ing quantum optimization and scalability. 
Kipu Quantum tested the largest quantum 
optimization problem on a 156-qubit pro-
cessor, while Pasqal successfully loaded 
over 1,000 neutral atoms in a single shot, a 
critical step toward scalable quantum pro-
cessors and eventual quantum advantage.

Global Quantum Competition

The global quantum competition is intensi-
fying as major powers race to dominate the 
field, seeking both strategic and economic 
advantages. The stakes are high: the first 
country to harness quantum computing 
at scale could potentially crack existing 
encryption methods, disrupt secure com-
munications, and develop highly precise 
quantum sensors, reshaping military, 
cybersecurity, and economic landscapes. 
China and the US are the main players in 
this race, each with distinct strengths. Chi-
na excels in quantum communication, hav-
ing built the world’s longest quantum key 
distribution network between Beijing and 
Shanghai and launched the Micius satellite 
for secure quantum communication. How-
ever the US still holds the advantage in 
quantum computing hardware and practi-
cal applications. Patent filings tell a similar 
story: China dominates in domestic quan-
tum communication and sensing patents, 
while the US leads in quantum computing 
patents. Other nations are also making 
moves: Saudi Arabia is set to deploy its first 

quantum computer in collaboration with 
French company Pasqal, aiming to install 
a 200-qubit machine by 2025. Japan is 
investing heavily as well, with plans to de-
velop a 10,000-qubit quantum computer in 
partnership with IBM, supported by a $31.7 
million government investment. As the 
quantum landscape evolves, the stakes are 
high: The first country to achieve quantum 
breakthroughs will not only gain a military 
and strategic advantage but also stand to 
capture a market projected to be worth $1 
trillion by 2035.

Hybrid Quantum-Classical

Hybrid quantum-classical computing is 
emerging as a solution to overcome the 
current limitations of quantum technology. 
Instead of replacing classical computing, 
quantum computers are being integrated 
with classical systems to solve complex 
problems more efficiently than either could 
on its own, and allowing for computations 
that were previously unachievable. This 
partnership aims to harness the strengths 
of both technologies to push beyond 

COMPUTING

QUANTUM COMPUTING

© 2025 Future Today Strategy Group. All Rights Reserved.



52

the computational limits of traditional 
systems. IBM calls this concept “quan-
tum-centric supercomputing,” and several 
leading supercomputing centers, such as 
Germany’s Jupiter, Japan’s Fugaku, and 
Poland’s PSNC, are preparing to incorpo-
rate quantum-computing hardware into 
their systems. IBM’s Heron system, with 
156 qubits and 5,000 gates before errors 
occur, is an early step in this direction. By 
2025, IBM plans to introduce its Flamingo 
system, which will connect seven quantum 
chips, expanding the total qubits to more 
than 1,000. Such advancements are geared 
toward optimizing quantum systems for 
parallel workloads alongside classical 
computing systems, making the best use of 
each technology’s strengths. Hybrid quan-
tum-classical systems are expected to play 
a critical role in advancing fields like drug 
discovery, materials science, and cryptog-
raphy by running computations that exceed 
the capabilities of even the most powerful 
classical supercomputers.

Circuit Knitting

One of the key developments in the space 
of hybrid quantum-classical is a tech-
nique called “circuit knitting.” This method 
divides a single quantum problem into 
multiple smaller quantum problems that 
can be processed in parallel by quantum 
processors. Classical computers then 
“knit” the results of these smaller quantum 
calculations together to produce the final 
solution. By incorporating classical and 
quantum processes in tandem, the system 
efficiently solves complex quantum circuits 
despite the limitations of current quantum 
hardware. This addresses the ongoing issue 
of qubit scarcity, which remains a signifi-
cant barrier to the widespread use of quan-
tum computers: Hybrid approaches like 
circuit knitting help by breaking down large 
quantum circuits into manageable subcir-
cuits that fit onto smaller quantum devices, 
though at the cost of added simulation 
overhead. Circuit knitting also explores the 
use of classical communication to improve 
the efficiency of these local quantum com-
putations. 

Scaling the Qubits 

Quantum computers, while promising, have 
not yet demonstrated practical advantages 
over classical supercomputers. The main 
issue is the limited number of qubits and 
their vulnerability to environmental noise, 
which easily disrupts their quantum state. 
This noise causes computational errors, 
forcing researchers to dedicate a large 
number of qubits solely to error correction. 
Consequently, a substantial increase in the 
number of qubits is needed before quan-
tum computers can become truly useful for 
real-world applications. Leading tech com-
panies are racing to achieve this goal. IBM, 
for instance, has announced plans to build 
a 100,000-qubit machine within the next 10 
years. The vision is to combine the power of 
quantum systems with classical supercom-
puters to drive breakthroughs in areas such 
as drug discovery, fertilizer production, and 
battery performance. Similarly, Google has 
set an ambitious target of scaling up to 
a million qubits by the end of the decade. 
However, due to error-correction needs, 
only about 10,000 of those qubits would be 

available for actual computation. IonQ, a 
Maryland-based company, aims to achieve 
1,024 “logical qubits” by 2028, with each 
logical qubit being constructed from 13 
physical qubits for robust error correction. 

It should be noted that focusing solely 
on the number of physical qubits can be 
misleading. The way qubits are construct-
ed greatly influences their performance, 
particularly in terms of their resistance to 
noise and their operational stability. For 
this reason, companies often measure 
quantum performance through metrics 
such as “quantum volume” and “algorithmic 
qubits.” These metrics provide a more ac-
curate representation of how well a quan-
tum computer can perform meaningful 
computations, considering both the quality 
and scale of the qubit system. 

Quantum Error Mitigation

Quantum error mitigation refers to tech-
niques that reduce the impact of errors in 
quantum computations without completely 
eliminating them. These methods are es-
sential for current quantum devices, often 
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called noisy intermediate-scale quantum 
devices, which lack the hardware need-
ed for full error correction. The goal is to 
improve the accuracy of results despite 
the presence of noise; instead of relying 
on hardware changes, error mitigation is 
done at the software level, after a quan-
tum circuit has been executed. IBM has 
demonstrated a practical approach to error 
mitigation: Its method involves running 
quantum programs and analyzing how 
noise affects the outputs. From this analy-
sis, a noise model is created to simulate the 
system’s imperfections, and then classi-
cal computing techniques are applied to 
estimate what the results would have been 
without the noise. This process allows for 
more accurate outputs from noisy quan-
tum circuits. Error mitigation techniques 
like these are crucial for making near-term 
quantum devices more reliable, bridging 
the gap until full error correction becomes 
feasible.

Quantum Error Correction

Unlike error mitigation, which only handles 
errors after the fact, quantum error correc-
tion (QEC) is a critical method that detects 
and corrects noise during the computation 
process. This allows quantum computers 
to run more reliably by fixing mistakes in 
real time. QEC is more versatile because 
it doesn’t require a specific noise model 
to work, and it scales effectively even as 
quantum circuits become more complex. 
However, it comes with a significant cost—
QEC requires many more qubits, additional 
connections between them, and more oper-
ations. For each qubit involved in a calcula-
tion, many more qubits are needed for error 
correction.

Google’s Willow chip, announced in De-
cember 2024, reached a key milestone by 
achieving below-threshold error correction, 
a critical step toward scalable quantum 
computing. It demonstrated that error rates 
halve exponentially as more physical qubits 
are added, enabling faster error correction 
than error accumulation. This breakthrough 

paves the way for reliable, large-scale 
quantum systems capable of performing 
complex computations, with real-time error 
correction ensuring integrity throughout 
operations. Researchers elsewhere also 
made progress. At the Korea Institute of 
Science and Technology, they have devel-
oped world-class QEC technology with a 
fault-tolerant architecture that achieves 
a photon loss threshold of up to 14%, the 
highest currently known. Their method is 
also more resource-efficient compared to 
other techniques, using less compute pow-
er and energy to achieve the same level of 
photon consumption. 

Quantum Noise Reduction

Quantum noise reduction aims to prevent 
errors in quantum computations by improv-
ing the underlying hardware and control 
systems. Unlike error correction, which 
addresses errors after they occur, noise 
reduction works at the hardware level to 
reduce the likelihood of errors arising in 
the first place. This approach includes 
techniques like dynamic decoupling and 
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improved qubit designs, which enhance the 
stability of qubits and minimize error rates. 
By focusing on reducing the occurrence of 
errors, noise reduction can be combined 
with other error-handling methods, such 
as error correction or error mitigation, to 
further improve quantum computation 
accuracy.

Google Quantum AI has made significant 
progress in this area by developing a 
quantum memory system that operates 
with error rates below the critical threshold 
needed for effective quantum error correc-
tion. Their system’s logical qubit outper-
formed its best physical qubit by more than 
double, highlighting the enhanced stability 
and reliability achieved through advanced 
error suppression techniques. This break-
through demonstrates the potential for 
scaling up quantum computing systems 
while maintaining low error rates.

Researchers at the University of Trieste are 
also working on a quantum noise reduc-
tion method that involves linking the main 
quantum system to an extra, adjustable 

system. By carefully designing how these 
systems interact, they can create a special 
state that protects the quantum informa-
tion, making it more stable and less likely 
to be affected by errors. This approach 
helps improve key quantum states, like 
NOON states, where particles, like photons, 
exist in a superposition of being entirely 
in one place or another at the same time. 
These states are key to making precise 
quantum measurements and advancing 
quantum computing, but they are fragile, 
so researchers are developing methods to 
protect them from errors and environmen-
tal noise. The technique could be applied 
using certain types of interactions between 
particles, and it shows the range of creative 
solutions being developed to reduce noise 
and make quantum systems more reliable.

Quantum Sensing

Quantum sensing leverages the unique 
properties of quantum systems, such as 
entanglement, quantum interference, 
and quantum state squeezing, to achieve 
highly precise measurements. This enables 

the detection of extremely small chang-
es in physical quantities, like electric and 
magnetic fields, down to the atomic level. 
Such precision opens the door to a wide 
range of applications, and these quantum 
sensors are already being used to advance 
biomedical research. For example, wear-
able sensor helmets are being developed 
to record brain activity with unprecedented 
precision. 

A significant advancement in quantum 
sensing comes from an international team 
at Forschungszentrum Jülich and the IBS 
Center for Quantum Nanoscience. They 
have developed a quantum sensor capable 
of detecting tiny magnetic fields at the 
atomic scale. This sensor, based on a single 
molecule, functions like an MRI for quan-
tum materials, providing an unparalleled 
level of spatial resolution. Unlike traditional 
sensors that depend on defects in crystals 
to detect fields, this new tool uses a more 
direct approach, allowing scientists to 
study electric and magnetic properties with 
greater precision. In another advancement, 

physicists at Harvard have made progress 
with “spin squeezing,” a quantum technique 
that enhances the precision of quantum 
sensors by reducing uncertainty in mea-
surements. Traditionally, spin squeezing 
required complex interactions between 
many atoms, but the Harvard team discov-
ered a method to achieve this using natural 
magnetism, such as that found in everyday 
fridge magnets. This could lead to more 
portable and practical quantum sensors, 
with potential applications in biomedical 
imaging and atomic clocks, further advanc-
ing the field of quantum sensing. 

Encryption Breaking Quantum

Recent developments in quantum comput-
ing have sparked concern over the poten-
tial impact on global cybersecurity. Chi-
nese researchers recently claimed to have 
used D-Wave’s quantum annealing systems 
to crack widely used encryption methods 
like RSA, sparking headlines about the 
end of modern cryptography. Published 
in the Chinese Journal of Computers, the 
paper outlined their approach to breaking 
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encryption, suggesting quantum comput-
ers could accelerate attacks on symmetric 
encryption systems as well. However, these 
claims were significantly overhyped. While 
there have been advancements in using 
quantum computing for cryptographic 
attacks, this progress is incremental rather 
than revolutionary and doesn’t yet pose an 
immediate, large-scale threat to current 
encryption systems. Still, the potential 
consequences of a true breakthrough in 
quantum code-breaking would be huge, 
making even these incremental advance-
ments noteworthy. 

Meanwhile, researchers are continuing to 
improve quantum algorithms with the goal 
of making quantum code-breaking more 
feasible. At MIT, a team has proposed an 
optimized version of Shor’s algorithm, 
which is specifically designed for breaking 
encryption. Introduced in 1994, the algo-
rithm demonstrated that quantum comput-
ers could, in theory, break RSA encryption 
far faster than classical computers. Howev-
er, the challenge remains in building quan-

tum computers large and stable enough to 
run this algorithm effectively. MIT’s new 
approach improves upon previous designs 
by integrating a faster algorithm from 
NYU with more efficient memory use. This 
makes the quantum circuit smaller and less 
noisy, bringing the practical application of 
quantum computers for encryption-break-
ing one step closer. While this improvement 
is promising, it will still take time to deter-
mine whether these advancements can tru-
ly challenge today’s encryption methods.

Post-Quantum Cryptography

While white hat teams attempt to break en-
cryption, other researchers are working on 
developing quantum-safe cryptography to 
replace the widely-used encryption meth-
ods that secure much of today’s digital 
information. Traditional encryption, such as 
RSA or ECC (Elliptic Curve Cryptography), 
relies on the difficulty of factoring large 
numbers or solving discrete logarithms—
problems that quantum computers could 
solve exponentially faster using algorithms 
like Shor’s. This means that sensitive data, 

from financial transactions to government 
communications, could become vulnerable 
to attacks. In August 2024, the US National 
Institute of Standards and Technology ap-
proved three post-quantum cryptography 
algorithms for mainstream development. 
These algorithms are designed to secure a 
broad range of data, from private emails to 
online transactions, against the potential 
threat posed by quantum computers, which 
could break current encryption methods 
within the next decade. IBM, which de-
veloped two of the approved algorithms, 
is now integrating these solutions into 
its products, including IBM z16 and IBM 
Cloud, as part of its broader Quantum Safe 
roadmap. IBM has also introduced Quan-
tum Safe Transformation Services to assist 
clients in transitioning to quantum-safe 
technologies. In addition, the company has 
developed the Cryptography Bill of Materi-
als, a standard for managing cryptographic 
assets across software and systems, which 
aims to enhance the security of digital 
infrastructure. 

While quantum computers are not yet 
capable of breaking encryption, the data 
being encrypted today could be harvest-
ed and stored by adversaries, only to be 
decrypted once quantum technology 
matures. This threat is known as “harvest 
now, decrypt later.” Without post-quantum 
cryptography, future advances in quantum 
computing could expose confidential infor-
mation retroactively.

The Quantum Internet

The quantum internet is a proposed net-
work that would link quantum devices to 
exchange quantum information. While a 
global quantum internet is still theoretical, 
significant progress is being made toward 
its development. In 2024, physicists at Har-
vard University demonstrated the longest 
quantum network using existing fiber-optic 
cables in the Boston area, successfully 
linking two quantum memory nodes 22 
miles apart. The technology overcomes 
a significant issue in quantum communi-
cation: Traditional materials for boosting 
signal strength over long distances don’t 

COMPUTING

QUANTUM COMPUTING

© 2025 Future Today Strategy Group. All Rights Reserved.



56

work with quantum information. Instead, 
the team used specialized diamond nodes 
to capture, store, and correct quantum 
data as it was transmitted. Meanwhile, 
a research team in China has advanced 
quantum internet by creating a multi-node 
quantum network across a metropolitan 
area. Previously, quantum networks were 
limited to two-node setups in lab environ-
ments, which are far from practical for 
large-scale quantum communication. By 
establishing entanglement across three 
nodes in a metropolitan area, the research 
team demonstrated that it’s possible to 
expand quantum networks to more nodes 
and greater distances, which is crucial for 
building a functional quantum internet.

A major challenge in developing a quantum 
internet is transmitting quantum informa-
tion over long distances while maintain-
ing entanglement. Researchers from the 
University of California, Santa Barbara 
addressed this by improving photon emit-
ters, which carry quantum data. Photons 
are ideal for this task because they inter-

act weakly with their environment, but 
generating them efficiently at telecom 
wavelengths for fiber-optic networks has 
been difficult. The team found that atom-
ic vibrations in materials reduce photon 
emission efficiency at these wavelengths. 
By optimizing materials and engineering vi-
brational properties, they improved emitter 
performance.

Quantum Software

Quantum software is a critical component 
of the quantum computing ecosystem, 
enabling the development, testing, and 
execution of quantum algorithms on quan-
tum hardware and simulators. It includes 
quantum algorithms—like Shor’s algorithm 
for factoring and Grover’s algorithm for 
search tasks—which leverage quantum 
computing’s unique properties like su-
perposition and entanglement. Quantum 
programming languages like IBM’s Qiskit, 
Google’s Cirq, and Microsoft’s Q# are 
used to develop these algorithms and run 
them on quantum processors. One notable 
application of quantum software is its use 

in biotechnology. Researchers at Moder-
na and IBM used Qiskit to predict mRNA 
secondary structures—a task crucial for 
designing RNA-based therapies. Addition-
ally, quantum simulators and emulators 
are important tools for testing quantum 
algorithms in classical environments. 
Simulators like IBM’s Matrix-Product State 
provide a quantum-like environment for 
testing algorithms without needing direct 
access to quantum hardware. These tools 
are essential for refining and optimizing 
quantum algorithms before they are exe-
cuted on real quantum devices. Quantum 
software, though in its early stages, is 
rapidly advancing fields like cryptography, 
optimization, and drug discovery, and will 
play a central role in the broader adoption 
and application of quantum computing.

Quantum Microprocessor Chips

Researchers at Hong Kong Polytechnic 
University have developed a quantum 
microprocessor chip for molecular spec-
troscopy simulations, especially for large, 
complex molecules. Classical computers 
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struggle with the computational demands 
of these tasks, but quantum computers 
excel by using quantum phenomena like 
superposition and entanglement. This chip, 
featuring a 16-qubit system, integrates 
both hardware and software, including a 
photonic network and quantum light sourc-
es, enabling more accurate simulations. 
Applications of this technology include 
drug discovery, materials design, and ad-
vanced quantum chemistry, where classical 
methods fall short.

Meanwhile, Oxford Ionics, a spinoff from 
the University of Oxford, has also made 
remarkable progress in the quantum chip 
field. Its new high-performance quantum 
chip has set new records for quantum com-
puting without relying on error correction. 
This development is particularly significant 
as the chip can be manufactured using ex-
isting semiconductor fabrication process-
es, making it more scalable and commer-
cially viable. Oxford Ionics anticipates that 
a fully functional and practical quantum 
computer could be available within the 

next three years. These advancements in 
quantum microprocessor chips, both for 
molecular simulations and broader appli-
cations, are accelerating the timeline for 
real-world quantum computing use, paving 
the way for breakthroughs in numerous 
industries.

Quantum Cooling

Quantum cooling is the process of reducing 
temperatures to near absolute zero to en-
able quantum mechanical systems, such as 
quantum computers, to operate effectively. 
Achieving these extremely low tempera-
tures is essential because quantum com-
puting components, like qubits, are highly 
sensitive to thermal noise, which disrupts 
their delicate quantum states. Without 
sufficient cooling, qubits cannot maintain 
coherence, making reliable quantum com-
putation nearly impossible.

To address this challenge, engineers have 
developed a device that converts heat into 
electrical voltage at temperatures colder 
than outer space. This device advances 
thermoelectric technology and enables 

more efficient cooling for quantum sys-
tems. It uses the Nernst effect, where a 
magnetic field applied perpendicular to a 
temperature gradient generates voltage. 
The device’s two-dimensional design allows 
researchers to control efficiency electrical-
ly, making it more adaptable and effective 
for quantum applications. Additionally, 
NIST has achieved a breakthrough in refin-
ing pulse tube refrigerators (PTRs), essen-
tial tools for reaching the ultra-low tem-
peratures required in quantum research. 
PTRs, a staple for more than 40 years, 
are known for their high energy demands 
and operational costs. NIST’s innovative 
redesign incorporates a specialized valve 
that contracts as temperatures decrease, 
significantly reducing helium waste and 
enhancing efficiency. This advancement 
allows PTRs to reach near-absolute zero 
temperatures up to 3.5 times faster than 
previous models, cutting both setup time 
and energy use. By making low-tempera-
ture environments more readily available 
and cost-effective, this improvement could 
accelerate experimental progress, reduc-

ing barriers to further advancements in 
quantum computing.

Quantum Machine Learning

Quantum machine learning (QML) combines 
quantum computing with machine learn-
ing to speed up and enhance algorithm 
performance using principles of quantum 
mechanics. By applying quantum proper-
ties like superposition and entanglement, 
QML aims to improve traditional machine 
learning techniques, particularly for large-
scale data processing and complex pattern 
analysis. It has promising applications, 
including optimizing complex algorithms, 
speeding up classification tasks, enabling 
high-dimensional data analysis, improving 
feature selection and dimensionality reduc-
tion, generating realistic data models, and 
uncovering intricate patterns in data. QML 
also shows potential for advancing solu-
tions in quantum chemistry problems.

Researchers are developing fully quantum 
algorithms that depend on large-scale 
quantum computations to manage complex 
machine learning tasks. These algorithms 
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could offer exponential speed improve-
ments over classical methods, especially 
for large datasets and intricate models. 
Key advancements include quantum neural 
networks, which are inspired by classical 
neural networks but operate with quan-
tum mechanics for faster training and 
inference, and quantum support vector 
machines, which use quantum kernels to 
better separate complex data patterns. As 
QML evolves, it could lead to major ad-
vancements in data processing and analy-
sis across various scientific and technolog-
ical fields.

Spintronics

Traditional electronics rely on electron 
movement (charge) alone to store and 
process information. But in the emerging 
field of spintronics, short for spin transport 
electronics, scientists harness the quan-
tum properties of an electron’s charge 
and spin, offering a pathway to reduce 
energy consumption and increase process-
ing speed. Recent advances at BESSY II, 
a joint German-Spanish research facility, 

demonstrated enhanced quantum effects 
in layered structures of graphene, cobalt, 
and iridium that stabilize “spin textures”—
organized electron spin patterns essential 
for spintronic functionality.

A groundbreaking development in late 
2024 at the Fraunhofer Institute for Ap-
plied Solid State Physics demonstrated 
spin-based computing using diamond 
quantum systems. The SPINNING project 
created qubit registers using color cen-
ters in diamond’s crystal lattice, achiev-
ing entanglement between two six-qubit 
registers across 20 meters. This achieve-
ment delivered impressive results with 
coherence times over 10 milliseconds and 
error rates below 0.5%, marking a signifi-
cant advance in quantum computing using 
electron spins.

The potential of spintronics is particularly 
relevant for applications requiring high 
processing power with minimal energy loss, 
such as data centers, artificial intelligence, 
and portable electronics. Spintronics could 
improve these areas by reducing battery 

drain and energy costs, a major advantage 
over traditional semiconductor-based 
electronics. The University of Utah recently 
achieved a breakthrough by turning ordi-
nary LEDs into spintronic devices at room 
temperature, eliminating the need for 
magnetic fields. This demonstrates how 
existing electronics can be converted into 
spintronic devices, paving the way for ener-
gy-efficient, high-speed electronics. 
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6G

In 2018, 5G began rolling out. By 2022 and 
2023, it expanded globally, albeit more 
slowly than anticipated. Now in 2025, 6G is 
in early development with potential market 
introduction in the early 2030s. Featuring 
extremely low latency, 6G aims to enable 
deeply immersive experiences across 
various applications. A major initiative is 
Nvidia’s 6G Research Cloud, combining 
generative AI and Omniverse tools to simu-
late and test next-generation wireless net-
works. This platform incorporates Nvidia’s 
neural radio framework, enhanced radio 
access networks, and digital twins, helping 
developers experiment with and define 6G 
features. Research is pushing 6G forward, 
notably in terahertz communications, 
which allow transmission rates potentially 
reaching terabits per second. For instance, 
a University of Adelaide team has devel-
oped a polarization multiplexer, doubling 
communication capacity while minimizing 
data loss and enabling cost-effective mass 
production. In parallel, researchers at the 
University of Glasgow have introduced an 

advanced antenna leveraging metamate-
rials; it’s designed for high-speed perfor-
mance in the 60 GHz mmWave band, a criti-
cal frequency for 6G’s envisioned ultra-fast 
data transfer and robust connectivity. This 
research will not only lead to higher-speed, 
more reliable communication but also sup-
ports new applications for 6G in areas like 
sensing and imaging.

AI-RAN

AI-RAN, short for AI-driven Radio Access 
Networks, integrates artificial intelligence 
directly into mobile network infrastructure 
to optimize performance, enhance reli-
ability, and reduce power consumption. By 
embedding AI algorithms across core func-
tions—from the physical network layer to 
resource management—AI-RAN facilitates 
the development of AI-native networks 
that are self-organizing, self-optimizing, 
and self-managing. This intelligent infra-
structure can dynamically adjust network 
parameters, boosting efficiency while 
supporting high-performance, low-latency 
applications. Launched in February 2024, 

the AI-RAN Alliance includes T-Mobile, 
Nvidia, Ericsson, Nokia, SoftBank, AWS, 
Arm, DeepSig, Microsoft, and Samsung 
Electronics, among others, aiming to unify 
advancements in AI-RAN technologies. 
SoftBank, for instance, has collaborated 
with Nvidia to establish a research lab in 
Santa Clara, California, focused on AI-
RAN’s potential at the network edge, also 
known as multi-access edge computing 
(MEC). By deploying AI processing near 
devices, MEC can handle AI tasks with 
minimal latency, a capability essential for 
real-time applications, remote operations, 
and highly interactive experiences. This 
collaborative approach among telecoms, 
cloud providers, and AI companies under 
the AI-RAN Alliance represents a signifi-
cant step forward in transforming mobile 
networks, enabling them to intelligently 
adapt and evolve with minimal manual 
intervention.
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Photonic-Enhanced Wireless 
Communication

Photonic-enhanced wireless communi-
cation combines photonics (light-based 
technology) with traditional high-frequency 
radio waves to boost wireless data trans-
mission. Traditional wireless networks 
are often limited by bandwidth and face 
congestion, especially as data demands 
increase. By using millimeter-wave pho-
tonics alongside high-speed electronics, 
photonic-enhanced wireless expands the 
available bandwidth, enabling data transfer 
across a much broader range of frequen-
cies, typically from 5 GHz up to 150 GHz. 
This wider frequency range means data can 
move faster, and at much higher capacities, 
by accessing less crowded, higher-fre-
quency channels. Researchers at University 
College London recently set a record by 
transmitting data at 938 gigabits per sec-
ond across this wide spectrum, marking a 
speed over 9,000 times faster than typical 
5G download rates. This breakthrough 
leverages the combined strengths of radio 
and light-based technologies, supporting 

high-speed data flow ideal for applications 
in future high-speed communications, 
mobile networks, and more. This approach 
may be commercially viable within three 
to five years, potentially transforming how 
networks handle data-intensive applica-
tions.

AI at the Edge

In the ideal state of edge AI, intelligent 
devices like wearables, smart homes, and 
industrial sensors would process data inde-
pendently, right at the point of data collec-
tion. This would allow them to respond in-
stantly to changes, keep user data private, 
and operate continuously without needing 
cloud connectivity. Imagine a wearable 
health monitor detecting an irregular 
heartbeat in real time or a smart home 
adjusting lighting based on activity—each 
action would be immediate, efficient, and 
private. However, reaching this ideal state 
presents challenges. Artificial neural net-
works (ANNs), which power much of AI, are 
computationally intensive, requiring signifi-
cant power and processing capabilities. IoT 

devices, inherently small and low-power, 
struggle to meet these demands; they 
often lack the processing speed, memory, 
and battery life to run complex algorithms. 
As a result, many edge devices still rely on 
cloud servers to handle intensive tasks, a 
habit that creates latency, consumes more 
power, and can compromise data privacy.

A recent breakthrough by researchers at 
Tokyo University of Science could help 
overcome these limitations: a new train-
ing algorithm for a specific type of ANN, 
called a binarized neural network (BNN), 
designed to run efficiently on IoT devices. 
By implementing this algorithm within a 
computing-in-memory architecture, they 
have enabled devices to perform AI tasks 
more effectively with far less power. This 
advance could unlock a future where wear-
ables, smart homes, and other IoT devices 
operate with full AI capabilities at the edge, 
minimizing the need for cloud dependency, 
reducing energy consumption, and improv-
ing response times—bringing us closer to 
the ideal state of edge AI.

Satellite Internet

Starlink has revolutionized satellite inter-
net by making high-speed, low-latency 
internet accessible in remote and under-
served regions worldwide. Unlike tradition-
al satellite providers that use geostationary 
satellites orbiting 22,000 miles above 
Earth, Starlink operates a constellation of 
low-Earth orbit (LEO) satellites positioned 
about 350 miles up. This proximity reduces 
latency and dramatically improves connec-
tion speeds, making satellite internet viable 
for applications previously limited to ter-
restrial networks. At the time of this writ-
ing, SpaceX has deployed more than 5,000 
Starlink satellites, with plans to expand 
this constellation by thousands more. This 
network, now available in more than 50 
countries, has had a profound impact on ar-
eas lacking traditional infrastructure, offer-
ing new possibilities for education, health 
care, and economic development. With 
a special focus on expanding service in 
Africa, Starlink is reshaping how and where 
people can access the internet without 
requiring government-funded infrastruc-
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ture projects. SpaceX has even introduced 
a more compact version of its equipment, 
the Starlink Mini, which makes the service 
more accessible and easier to deploy. While 
Starlink leads the way, some competition 
is emerging. Amazon’s Project Kuiper aims 
to launch more than 3,000 LEO satellites to 
establish its own global internet network. 
Similarly, China is developing the GuoWang 
constellation to create a self-reliant sat-
ellite internet option and compete inter-
nationally. LEO satellite constellations are 
disruptive because they eliminate the need 
for traditional infrastructure. Unlike cable 
and fiber providers, which rely on extensive 
physical networks, Starlink’s LEO satellites 
deliver internet directly from space, reach-
ing remote and underserved areas. This 
approach is especially valuable in regions 
where building infrastructure is prohibitive-
ly expensive or logistically difficult.

Connected PCs

Why do we still rely on Wi-Fi to connect 
our PCs to the internet, or turn to mobile 
hotspots when Wi-Fi isn’t available? Apple 

is aiming to change that. In early 2025, the 
company plans to debut its custom-built 
5G modem chip in devices like the iPhone 
SE, a budget iPad, and the iPhone 17 “Air.” 
This rollout will serve as a testing ground 
before integrating the chip into flagship 
products over the next three years, poten-
tially including Macs. A Mac equipped with 
a 5G chip would be able to connect directly 
to cellular networks, eliminating the need 
for Wi-Fi or mobile hotspots. Some PCs, 
like the Lenovo ThinkPad X1 Nano, HP Elite 
Dragonfly G3, Dell Latitude 9430, and Mic-
rosoft Surface Pro X, already support cellu-
lar connectivity. This technology offers 
clear advantages: internet access in most 
areas with cellular coverage and greater 
security, as cellular networks are typically 
safer than public Wi-Fi. However, the rise 
of satellite internet raises questions about 
the future of cellular connectivity. If satel-
lite-based internet becomes ubiquitous and 
reliable, will cellular capabilities still be 
necessary for connecting our devices?
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By 2032, John Deere is the digital lifeline of rural America. What began as a push for connected farm equipment in 
the 2020s has transformed Deere from an agricultural machinery giant into a powerhouse of rural telecom and digital 
infrastructure. Early partnerships with SpaceX’s Starlink laid the groundwork, as Deere brought satellite internet to 
remote farms, enabling game-changing tools like autonomous tractors, ExactShot precision planting, and See and 
Spray weed detection. These innovations let farmers run data-driven operations even where cellular networks fell 
short, and soon, Deere realized its future was far beyond tractors.

Today, John Deere isn’t just a farm machinery brand—it’s a proprietary satellite and 6G network delivering high-
speed, low-latency internet across rural landscapes. DeereLink powers Farm Hubs, localized small data centers that 
turn farming into a fully digital service. These small hubs analyze environmental factors, store rich farming insights, 
and manage regional agricultural data—close to the farm itself—supporting Deere’s farming-as-a-service (FaaS) 
packages. Farmers can subscribe to modular, autonomous machines that handle planting, watering, and harvesting, 
all guided by DeereLink’s intelligence network.

But Deere’s impact reaches far beyond the fields. The Rural Grid extends its connectivity to entire communities, 
linking schools, health care centers, and municipal offices. Farm Hubs double as community compute centers, 
providing internet access, immersive remote education, and AI-driven telehealth, making it possible for rural families 
to access resources once reserved for urban areas. 

By 2032, John Deere has redefined its mission. No longer a manufacturer of heavy machinery, it has become the 
invisible backbone of rural connectivity—a digital infrastructure titan linking America’s countryside to cutting-edge 
computational power and data insights, ensuring rural regions are as connected and empowered as any metropolis.

We extend our gratitude to the NYU Stern MBA students from the Fall 2024 Strategic Foresight class for their exceptional contributions 
in crafting this scenario.
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